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Quält mich Erinnerung, daß ich verübet,
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Preface

A large part of modern analysis is centered around the Laplace operator
and its generalizations in various settings. On the other hand, under certain
technical conditions one can show that the generator of a continuous strong
Markov process must be a second order elliptic operator. These are the
two facts that make the connection between probability and analysis seem
natural. If we adopt the view that Brownian paths are the “characteristic
lines” for the Laplace operator, then it is no longer surprising that solutions
of many problems associated with the Laplace operator can be explicitly
represented by Brownian motion, for it is a well known fact in the theory
of partial differential equations that explicit solutions are possible if one
knows characteristic lines. While analysts are interested in what happens
in average, to a probabilist things usually happen at the path level. For
these reasons probability theory, and Brownian motion in particular, has
become a convenient language and useful tool in many areas of analysis.
The purpose of this book is to explore this connection between Brownian
motion and analysis in the area of differential geometry.

Unlike many time-honored areas of mathematics, stochastic analysis has
neither a well developed core nor a clearly defined boundary. For this reason
the choice of the topics in this book reflects heavily my own interest in the
subject; its scope is therefore much narrower than the title indicates. My
purpose is to show how stochastic analysis and differential geometry can
work together towards their mutual benefit. The book is written mainly
from a probabilist’s point of view and requires for its understanding a solid
background in basic euclidean stochastic analysis. Although necessary geo-
metric facts are reviewed throughout the book, a good knowledge of differen-
tial geometry is assumed on the part of the reader. Because of its somewhat
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xiv Preface

unusual dual prerequisites, the book is best suited for highly motivated ad-
vanced graduate students in either stochastic analysis or differential geom-
etry and for researchers in these and related areas of mathematics. Notably
absent from the book are a collection of exercises commonly associated with
books of this kind, but throughout the book there are many proofs which
are nothing but an invitation to test the reader’s understanding of the topics
under discussion.

During the writing of this book, I have greatly benefited from several
existant monographs on the subject; these include:

• N. Ikeda and S. Watanabe: Stochastic Differential Equations and
Diffusion Processes, 2nd edition, North-Holland/Kodansha (1989);
• K. D. Elworthy: Stochastic Differential Equations on Manifolds,

Cambridge University Press (1982);
• M. Emery: Stochastic Calculus in Manifolds, Springer (1989);
• P. Malliavin: Stochastic Analysis, Springer (1997).

Overlaps with these works are not significant, and they and the more re-
cent An Introduction to the Analysis of Paths on a Riemannian Manifold,
American Mathematical Society (2000), by D. W. Stroock, are warmly rec-
ommended to the reader.

This book could not have been written without constant support from
my wife, who has taken more than her fair share of family duties during
its long gestation period. I would like to take this opportunity to thank
Elena Kosygina, Tianhong Li, Banghe Li, and Mark A. Pinsky for reading
early drafts of various parts of the book and for their valuable suggestions.
I would also like to acknowledge many years of financial support through
research grants from the National Science Foundation. Most of the book is
based on the lectures I have delivered at various places during the late 1990s,
notably at Academica Sinica in Beijing (1995), IAS/Park City Mathematics
Institute in Princeton (1996), Institut Henri Poincaré in Paris (1998), and
Northwestern University in Evanston (1999), and I would like to thank my
audiences for their comments and suggestions.

Elton P. Hsu
Hinsdale, IL
October, 2001.



Introduction

Stochastic differential equations on manifolds can be studied in three dif-
ferent but equivalent ways: intrinsic, extrinsic, and local, and we will see
examples of all three in this book. We prove the existence and uniqueness
of solutions by assuming that the manifold is a closed submanifold of some
euclidean space, in order to take advantage of the more familiar theory of
such equations in euclidean spaces. Once this is done, the extrinsic point of
view is pretty much abandoned. An intrinsic presentation of a result gives it
an appealing and compact form, and in many situations shows the relations
among the quantites involved more clearly. However, it is often the case
that earnest analysis can only be done in a judiciously chosen coordinate
system, so local calculations are unavoidable.

A dominating theme of the book is the relation between Brownian mo-
tion and curvature, for, aside from topology, it is curvature that distinguishes
a manifold from a euclidean space. Except for the first two chapters, the
reader will find curvature make its appearance on almost every page; there-
fore it is important that the reader should have a good grasp on its basic
definition and various incarnations. Because this book is mainly intended
for probabilists who are interested in geometric applications, basic euclidean
stochastic analysis is assumed. Differential geometry is reviewed on the spot,
and these brief reviews also familarize the reader with the notations to be
used. In order to give some guidance to the reader, in the following I will
give a general description of the contents of the book.

Chapter 1 introduces basic facts about stochastic differential equations
on manifolds. It starts with a review of the euclidean case. Equations on
manifolds are solved by embedding them in euclidean spaces (by virtue of

1



2 Introduction

Whitney’s embedding theorem). The main result is that every Itô type sto-
chastic differential equation on a manifold can be uniquely solved up to its
explosion time. The last section discusses diffusion processes from the view-
point of martingale problems, and the existence and uniqueness of diffusion
processes generated by smooth second order elliptic operators on manifolds
are proved by solving stochastic differential equations on manifolds.

Chapter 2 studies horizontal lift and stochastic development, two con-
cepts central to the Eells-Elworth-Malliavin construction of Brownian mo-
tion on a Riemannian manifold. Necessary background from differentil ge-
ometry is explained in the first two sections. The horizontal lift of a general
manifold-valued semimartingale is obtained by solving a horizontal stochas-
tic differential equation in the frame bundle. Stochastic line integrals of
covariant tensors of orders 1 and 2 along a semimartingale are also intro-
duced here. In the last two sections, we study martingales on manifolds and
submanifolds, and prove two local results on convergence and nonconfluence.

Chapter 3 starts with a review on the Laplace-Beltrami operator.
Brownian motion on a Riemannian manifold is defined as a diffusion gen-
erated by half of the operator. This definition is shown to be equivalent to
several other descriptions, including the one stating that it is a semimartin-
gale whose anti-development with the Levi-Civita connection is a euclidean
Brownian motion. After discussing several typical examples, we investigate
the effect of curvature on the radial process of Brownian motion by com-
paring it with the same process on a radially symmetric manifold. The
differential geometry needed for this purpose includes some basic properties
of the distance function and the Laplacian comparison theorem. The chap-
ter ends with an estimate on the exit time from a geodesic ball in terms of
the lower bound of the Ricci curvature.

Chapter 4 explores the connection between heat kernel and Brownian
motion, starting from the basic fact that the minimal heat kernel is the
transition density function of Brownian motion. Topics included in this
chapter are stochastic completeness, the C0-property (also known as the
Feller property) of the heat semigroup, recurrence and transience, and heat
kernel comparison theorems. The common feature of these topics is that they
can be investigated by examining the radial process of Brownian motion.

Chapter 5 studies several problems on the short-time behavior of the
heat kernel and Brownian motion. The short-time asymptotic behavior of
the heat kernel for points within the cutlocus is the starting point of our
discussion. Varadhan’s asymptotic relation is then proved for a complete
Riemannian manifold. We also describe a general method for computing
the short-time asymptotics of the heat kernel at arbitrary two points of a



Introduction 3

compact Riemannian manifold. for distant points. This method is illus-
trated by computing the leading term of the heat kernel on a sphere at
two antipodal points. In the last section we prove global estimates for the
first and second derivatives of the logarithmic heat kernel on a compact
Riemannian manifold.

Chapter 6 contains two further applications of Brownian motion to
geometric problems. The first one is the Dirichlet problem at infinity on
a Cartan-Hadamard manifold. This problem is reduced to the problem of
angular convergence of Brownian motion. Two typical bounds on the sec-
tional curvature are discussed, namely a constant upper bound and a inverse
quadratically vanishing upper bound. The second application is estimating
the first nonzero eigenvalue of a compact manifold with nonnegative Ricci
curvature using the Kendall-Cranston coupling of Brownian motion.

Chapter 7 is devoted to probabilistic proofs of the Atiyah-Singer index
theorem. It starts with a discussion on solving heat equations on differen-
tial forms using a Feynman-Kac multiplicative functional dictated by the
Weitzenböck formula. The easy case of the Gauss-Bonnet-Chern theorem
is discussed first, and a probabilistic proof of Patodi’s local Gauss-Bonnet-
Chern theorem is given. We then explain the algebraic and geometric back-
ground for the Atiyah-Singer index theorem for the Dirac operator of a
twisted spin bundle on a spin manifold. From a probabilistic viewpoint, the
main difference between the two is that the latter requires a more precise
asymptotic computation of Brownian holonomy, which is carried out the in
the last section.

Chapter 8 is a basic course on stochastic analysis on the path space
over a compact Riemannian manifold. We first prove the quasi-invariance
of the Wiener measure on a euclidean path space and use it to derive the
integration by parts for the gradient operator. This is followed by a dis-
cussion of the spectral properties of the Ornstein-Uhlenbeck operator. The
concepts of the gradient operator and the Ornsten-Uhlenbeck operator are
then generalized to the path space of a Riemannian manifold. We prove
three formulas involving the gradient and the heat kernel due to Bismut.
One of them is used to give a proof of Driver’s integration by parts formula
for the gradient operator in the path space. In preparation for a logarithmic
Sobolev inequality on the path space, the Clark-Ocone-Haussman martin-
gale representation theorem is generalized to the setting of the path space
over a compact Riemannian manifold. After a general discussion of logarith-
mic Sobolev inequalities and hypercontractivity, we end the book by proving
the logarithmic Sobolev inequality for the path space.

Notes and Comments and Bibliography are limited to the imme-
diate literature I have consulted in preparing this monograph, and are not
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meant for distributing or adjudicating research credits, for in many cases
I have not cited original research publications. They may also serve as a
guide for those who are interested in more information or further research
on the topics covered in the book.

Chapters 1, 2, 3, and Sections 4.1, 5.1, 5.2, 5.4, 7.1, 7.2 form the
core of the book; the remaining part consists mostly of independent topics.
Readers who wish to study these topics selectively may find convenient the
list of General Notations included at the end of the book.



Chapter 1

Stochastic Differential
Equations and
Diffusions

We start with with a review of the basic theory of Itô type stochastic dif-
ferential equations (SDE) on euclidean space driven by general continuous
semimartingales. An Itô type stochastic differential equation on a manifold
M can be solved by first embedding M into a euclidean space RN as a closed
submanifold and extending the vector fields of the equation from M to the
ambient space. Thus we obtain an equation of the same type on RN . A
solution of the extended equation starting from M will stay in M . Such an
extrinsic approach to stochastic differential equations on manifolds has the
obvious advantage of avoiding using local coordinates, thus enabling us to
streamline the exposition. Since we use an embedding only as an interme-
diate step, its extrinsic nature should not be a concern once an appropriate
uniqueness of the object under consideration is established.

We will pay special attention to the possibility of explosion of a solution.
The explosion time is the maximum stopping time up to which a solution
of the equation can be defined. If the driving semimartingale runs for all
time, then the explosion time coincides with the time at which the solution
escapes to infinity.

The last section of this chapter is a brief introduction to the theory
of diffusion processes and diffusion measures generated by smooth second
order elliptic operators on manifolds. As usual they are defined as solutions
of certain martingale problems. An important consequence of the uniqueness
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6 1. Stochastic Differential Equations and Diffusions

of solutions of martingale problems is the strong Markov property, which is
used explicitly or implicitly throughout the book.

Let us make a few remarks about the general probabilistic setting in this
book. Frequently we work with a probability space (Ω,F,P) equipped with
a filtration F∗ = {Ft, t ≥ 0} of σ-fields contained in F. We always assume
that F = limt↑∞ Ft and call (Ω,F∗,P) a filtered probability space. Whenever
necessary, we assume that

(1) each Ft is complete with respect to P, i.e., every null set (a subset of
of a set of measure zero) is contained in Ft;

(2) F∗ is right continuous: Ft =
⋂
s>t Fs.

Since we deal almost exclusively with continuous stochastic processes, we
will drop the modifier “continuous” and assume that all stochastic processes
are continuous with probability one unless explicitly stated otherwise. In
the same spirit, we will also let go the ubiquitous “almost surely,” “with
probability one,” and the like whenever there is no possibility of confusion.

1.1. SDE on euclidean space

In this section we will study Itô type stochastic differential equations on
a euclidean space with locally Lipschitz coefficients driven by continuous
semimartingales. Later, when we study diffusions generated by a second
order elliptic, but not necessarily nondegenerate differential operator, we
will have to consider stochastic differential equations with locally Lipschitz
coefficients even when the coefficients of the generator are smooth. The
main result of this section is the existence and uniqueness of the solution of
such an equation up to its explosion time (Theorem 1.1.8).

Let us first formulate the kind of equations we want to solve on RN , the
euclidean space of dimension N . Such an equation is given by a diffusion
coefficient matrix σ and a driving semimartingale Z. We assume that the
diffusion coefficient matrix σ =

{
σiα
}

: RN → M(N, l) (the space of (N × l)-
matrices) is locally Lipschitz: for each R > 0 there is a constant C(R)
depending on R such that

|σ(x)− σ(y)| ≤ C(R)|x− y|, ∀x, y ∈ B(R),

where B(R) =
{
x ∈ RN : |x| ≤ R

}
. We say that σ is globally Lipschitz if

C(R) can be chosen independent of R.
We assume that the driving process Z = {Zt, t ≥ 0} is an Rl-valued F∗-

semimartingale (adapted to the filtration F∗) defined on a filtered probability
space (Ω,F∗,P). It is viewed as a column of l real-valued semimartingales:
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Zt = (Z1
t , . . . , Z

l
t)
†. By definition Z = M + A, where M is a local F∗-

martingale and A an F∗-adapted process of local bounded variation such
that A0 = 0.

Let X0 ∈ F0 be an RN -valued random variable measurable with respect
to F0. Let τ be an F∗-stopping time and consider the following stochastic
differential equation (written in the integral form) for an RN -valued semi-
martingale X = {Xt, 0 ≤ t < τ} defined up to τ :

(1.1.1) Xt = X0 +
∫ t

0
σ (Xs) dZt, 0 ≤ t < τ.

Here the stochastic integral is in the Itô sense. We will refer to this equation
as SDE(σ,Z,X0). In a typical situation where Zt = (Wt, t) with an (l− 1)-
dimensional euclidean Brownian motion W and σ = (σ1, b) with σ1 : RN →
M(N, l − 1) and b : RN → RN , the equation takes on a more familiar form:

dXt = σ1(Xt) dWt + b(Xt) dt.

Note that by allowing a solution to run only up to a stopping time, we have
incorporated the possibility that a solution may explode in finite time.

The following Itô’s formula is a consequence of the usual Itô’s formula for
semimartingales. For a function f ∈ C2(RN ), we use fxi , fxixj to denote its
first and second partial derivatives with respect to the indicated variables.

Proposition 1.1.1. Let X be a solution of SDE(σ,Z,X0). Suppose that
f ∈ C2(RN ). Then

f(Xt)(1.1.2)

= f(X0) +
∫ t

0
fxi(Xs)σiα(Xs) dZαs

+
1
2

∫ t

0
fxixj (Xs)σiα(Xs)σ

j
β(Xs) d〈Zα, Zβ〉s

= f(X0) +
∫ t

0
fxi(Xs)σiα(Xs) dMα

s +
∫ t

0
fxi(Xs)σiα(Xs) dAαs

+
1
2

∫ t

0
fxixj (Xs)σiα(Xs)σ

j
β(Xs) d〈Mα,Mβ〉s.

Proof. Exercise. �

Our goal in this section is to prove the existence and uniqueness of a
solution up to its explosion time for the type of stochastic differential equa-
tions we just formulated. For this purpose we need an estimate concerning
Itô integrals with respect to semimartingales. Let Z = M +A be the canon-
ical decomposition of the semimartingale Z into a local martingale and a
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process of locally bounded variation. Define

(1.1.3) Qt =
l∑

α=1

〈Mα,Mα〉t +
l∑

α=1

(
|Aα|3t + |Aα|t

)
+ t,

where |Aα|t stands for the total variation of Aα on [0, t]. Adding t in the
definition makes Q strictly increasing, so that it has a continuous, strictly
increasing inverse η = {ηs, t ≥ 0}. Since {ηs ≤ t} = {s ≤ Qt}, each ηs is a
finite F∗-stopping time.

Lemma 1.1.2. There is a constant C depending only on m and l such that
for any F∗-adapted, M(m, l)-valued continuous process F and an F∗-stopping
time τ ,

(1.1.4) E max
0≤t≤τ

∣∣∣∣∫ t

0
Fs dZs

∣∣∣∣2 ≤ C E
∫ τ

0
|Fs|2 dQs.

Proof. By considering each component separately, we may assume that
l = m = 1. We have

max
0≤t≤τ

∣∣∣∣∫ t

0
Fs dZs

∣∣∣∣2 ≤ 2 max
0≤t≤τ

∣∣∣∣∫ t

0
Fs dMs

∣∣∣∣2 + 2 max
0≤t≤τ

∣∣∣∣∫ t

0
Fs dAs

∣∣∣∣2 .
Let Nt =

∫ t

0
Fs dMs. By Doob’s inequality we have

E max
0≤t≤τ

|Nt|2 ≤ 4E |Nτ |2 = 4E〈N〉τ .

Now
〈N〉τ =

∫ τ

0
|Fs|2d〈M〉s ≤

∫ τ

0
|Fs|2dQs,

hence

E max
0≤t≤τ

∣∣∣∣∫ t

0
Fs dMs

∣∣∣∣2 ≤ 4E
∫ τ

0
|Fs|2dQs.

On the other hand, by the Cauchy-Schwarz inequality,∣∣∣∣∫ t

0
Fs dAs

∣∣∣∣2 ≤
[∫ τ

0
|Fs|

√
|A|2s + 1 · 1√

|As|2 + 1
d|A|s

]2

≤
∫ τ

0
|Fs|2

(
|A|2s + 1

)
d|A|s ·

∫ τ

0

d|A|s
|A|2s + 1

≤ π

6

∫ τ

0
|Fs|2dQs.

It follows that

E max
0≤t≤τ

∣∣∣∣∫ t

0
Fs dZs

∣∣∣∣2 ≤ 10 E
∫ τ

0
|Fs|2 dQs.

�



1.1. SDE on euclidean space 9

Returning to the SDE(σ,Z,X0), we first consider a case without explo-
sion.

Theorem 1.1.3. Suppose that σ is globally Lipschitz and X0 square inte-
grable. Then SDE(σ,Z,X0) has a unique solution X = {Xt, t ≥ 0}.

Proof. In this proof we use the notation

|Y |∞,t = max
0≤s≤t

|Ys|

for a vector-valued process Y . We solve the equation by the usual Picard’s
iteration. Define a sequence {Xn} of semimartingales by X0

t = X0 and

(1.1.5) Xn
t = X0 +

∫ t

0
σ
(
Xn−1
s

)
dZs.

We claim that {Xn} converges to a continuous semimartingale X which
satisfies the equation. Define the increasing process Q as in (1.1.3) and let
η be its inverse as before. Each ηT is a stopping time for fixed T . By (1.1.4)
and the assumption that σ is globally Lipschitz we have

E
∣∣Xn −Xn−1

∣∣2
∞,ηT

≤ C1E
∫ ηT

0

∣∣σ (Xn−1
s

)
− σ

(
Xn−2
s

)∣∣2 dQs
≤ C2E

∫ ηT

0

∣∣Xn−1
s Xn−2

s

∣∣2 dQs.
Making the change of variable s = ηu in the last integral and using Qηu = u,
we have

(1.1.6) E
∣∣Xn −Xn−1

∣∣2
∞,ηT

≤ C2E
∫ T

0

∣∣Xn−1 −Xn−2
∣∣2
∞,ηu

du.

For the initial step, from

X1
t −X0

t =
∫ t

0
σ(X0) dZs = σ(Z0)Zt

and (1.1.4) again we have

E
∣∣X1 −X0

∣∣2
∞,ηT

≤ C3E
{[
|X0|2 + 1

]
QηT

}
= C3T

{
E|X0|2 + 1

}
,

which is assumed to be finite. Now we can iterate (1.1.6) to obtain

(1.1.7) E
∣∣Xn −Xn−1

∣∣2
∞,ηT

≤ (C4T )n

n!
{
E|X0|2 + 1

}
.

By Chebyshev’s inequality, this implies that

P
{∣∣Xn −Xn−1

∣∣
∞,ηT

≥ 1
2n

}
≤ (4C4T )n

n!
{
E|X0|2 + 1

}
.

By the Borel-Cantelli lemma we have, for fixed T > 0,

P
{∣∣Xn −Xn−1

∣∣
∞,ηT

≤ 1
2n

for almost all n
}

= 1.
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Since ηs ↑ ∞ as s ↑ ∞, it is now clear that Xt = limn→∞Xn
t exists for each

fixed t and that almost surely the convergence is uniform on [0, ηT ] for each
fixed T . This shows that the limiting process X is continuous.

We now justify passing to the limit in (1.1.5). From the inequality

|Xm −Xn|∞,ηT ≤
m∑

l=n+1

|X l −X l−1|∞,ηT

we have √
E|Xm −Xn|2∞,ηT

≤
m∑

l=n+1

√
E|X l −X l−1|2∞,ηT

.

Letting m→∞ and using Fatou’s lemma on the left side and the estimate
(1.1.7) on the right side, we obtain√

E |X −Xn|2∞,ηT
≤

∞∑
l=n+1

√
E |X l −X l−1|2∞,ηT

≤
∞∑

l=n+1

√
(C4T )l

l!
·
√

E|X0|2 + 1,

which implies

(1.1.8) lim
n→∞

E |X −Xn|2∞,ηT
= 0.

For the right side of (1.1.5) we have by Lemma 1.1.2 and (1.1.8)

E max
0≤t≤ηT

∣∣∣∣∫ t

0
{σ(Xs)− σ(Xn

s )} dZs
∣∣∣∣2

≤ C5E
∫ ηT

0
|σ(Xs)− σ(Xn

s )|2 dQs

≤ C6E
∫ ηT

0
|Xs −Xn

s |2 dQs

≤ C6T E|X −Xn|2∞,ηT

→ 0.

Now we can take the limit in (1.1.5) as n ↑ ∞ and obtain, for each fixed
T > 0,

Xt∧ηT = X0 +
∫ t∧ηT

0
σ(Xs) dZs.

Letting T ↑ ∞, we have

Xt = X0 +
∫ t

0
σ(Xs) dZs.

This shows that X is a semimartingale and satisfies SDE(σ,Z,X0).
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For the uniqueness, suppose that Y is another solution. We have

Xt − Yt =
∫ t

0
{σ(Xs)− σ(Ys)} dZs.

For a fixed positive integer N let τN = inf {t ≥ 0 : |Xt − Yt| ≥ N}. We have
as before

E|Xt − Yt|2∞,ηT∧τN ≤ C6E
∫ ηT∧τN

0
|Xs − Ys|2 dQs.

If we let Vs = E|X−Y |2∞,ηs∧τN , then Vs ≤ N , and after a change of variables
on the right side the above inequality can be written simply as

VT ≤ C6

∫ T

0
Vsds.

This implies Vs = 0 for all s and hence Xs = Ys for all 0 ≤ s ≤ τN . By the
continuity of X and Y we have τN ↑ ∞ as N ↑ ∞. It follows that Xs = Ys
for all s ≥ 0. �

In the above theorem, the solution X runs for all time because we have
assumed that the coefficient matrix σ is globally Lipschitz, which implies
that it can grow at most linearly. When the matrix σ is only locally Lips-
chitz, we have to allow the possibility of explosion. For example, the solution
of the equation

dxt
dt

= x2
t , x0 = 1,

is Xt = 1/(1−t), which explodes at time t = 1. In view of later applications,
we will take a more general viewpoint and define the explosion time of a path
in a locally compact metric space M . We use M̂ = M ∪{∂M} to denote the
one-point compactification of M .

Definition 1.1.4. An M -valued path x with explosion time e = e(x) > 0
is a continuous map x : [0,∞) → M̂ such that xt ∈ M for 0 ≤ t < e and
xt = ∂M for all t ≥ e if e <∞. The space of M -valued paths with explosion
time is called the path space of M and is denoted by W (M).

We state a few easy but useful facts about explosion times. Recall that
an exhaustion of a locally compact metric space M is a sequence of relatively
compact open sets {ON} such that ON ⊆ ON+1 and M =

⋃∞
N=1ON .

Proposition 1.1.5. (1) Let {ON} be an exhaustion and τON
the first exit

time from ON . Then τON
↑ e as N ↑ ∞.

(2) Suppose that d : M ×M → R+ is a metric on M with the property
that every bounded closed set is compact. Fix a point o ∈M . Let τR be the
first exit time from the ball B(R) = {x ∈M : d(x, o) ≤ R}. Then τR ↑ e as
R ↑ ∞.
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Proof. Exercise. �

We will use Part (2) of the above proposition in two typical situations:
(i) M is a complete Riemannian manifold and d is the Riemannian distance
function; (ii) M is embedded as a closed submanifold in another complete
Riemannian manifold and d is the Riemannian metric of the ambient space.

Let Bt = Bt(W (M)) be the σ-field generated by the coordinate maps up
to time t. Then we have a filtered measurable space (W (M),B∗), and the
lifetime e : W (M)→ (0,∞] is a B∗-stopping time.

For a locally Lipschitz coefficient matrix σ, a solution of SDE(σ,Z,X0)
is naturally a semimartingale defined up to a stopping time. Let us be more
precise.

Definition 1.1.6. Let (Ω,F∗,P) be a filtered probability space and τ an
F∗-stopping time. A continuous process X defined on the stochastic time
interval [0, τ) is called an F∗-semimartingale up to τ if there exists a sequence
of F∗-stopping times τn ↑ τ such that for each n the stopped process Xτn =
{Xt∧τn , t ≥ 0} is a semimartingale in the usual sense.

Definition 1.1.7. A semimartingale X up to a stopping time τ is a solution
of SDE(σ,Z,X0) if there is a sequence of stopping times τn ↑ τ such that
for each n the stopped process Xτn is a semimartingale and

Xt∧τn = X0 +
∫ t∧τn

0
σ(Xs) dZs, t ≥ 0.

We are now in a position to show that there is a unique solution X to
SDE(σ,Z,X0) up to its explosion time e(X).

Theorem 1.1.8. Suppose that we are given (i) a locally Lipschitz coef-
ficient matrix σ : RN → M(N, l); (ii) an Rl-valued F∗-semimartingale
Z = {Zt, t ≥ 0} on a filtered probability space (Ω,F∗,P); (iii) an RN -valued,
F0-measurable random variable X0. Then there is a unique W (RN )-valued
random variable X which is a solution of SDE(σ,Z,X0) up to its explosion
time e(X).

Proof. We first assume that X0 is uniformly bounded: |X0| ≤ K. For
a fixed positive integer n ≥ K let σn : Rd → M(N, l) be a globally Lip-
schitz function such that σn(z) = σ(z) for |z| ≤ n. By Theorem 1.1.3,
SDE(σn, Z,X0) has a solution Xn. We have Xn

t = Xn+1
t when

t ≤ τn
def= inf

{
t ≥ 0 : |Xn

t | or |Xn+1
t | = n

}
.

This follows from the uniqueness part of Theorem 1.1.3 because σn(z) =
σn+1(z) for |z| ≤ n and the two semimartingales Xn,τn and Xn+1,τn (Xn

and Xn+1 stopped at τn respectively) are solutions of the same equation
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SDE(σn, Zτn , X0). Now τn is the first time the common process reaches the
sphere ∂B(n) =

{
z ∈ RN : |z| = n

}
. In particular, we have τn ≤ τn+1.

Let e = limn↑∞ τn, and define a semimartingale X up to time e by
Xt = Xn

t for 0 ≤ t < τn. Then τn is the first time the process X reaches the
sphere ∂B(n). From

Xn
t = X0 +

∫ t

0
σn (Xn

s ) dZs,

Xt∧τn = Xn
t , and σn(Xn

s ) = σ(Xs) for s ≤ τn, we have

Xt∧τn = X0 +
∫ t∧τn

0
σ (Xs) dZs,

which means that X is a solution of SDE(σ,Z,X0) up to time e.
We now show that e is the explosion time of X, i.e.,

lim
t↑↑e
|Xt| =∞ on {e <∞} .

Equivalently, we need to show that for each fixed positive R ≥ K, there
exists a time (not necessarily a stopping time) tR < e such that |Xt| ≥ R
for all t ∈ [tR, e).

The idea of the proof is as follows. Because the coefficients of the equa-
tion are bounded on the ball B(R + 1), X needs to spend at least a fixed
amount of time (in an appropriate probabilistic sense) when it crosses from
∂B(R) to ∂B(R + 1). If e < ∞, this can happen only finitely many times.
Thus after some time,X either never returns toB(R) or stays insideB(R+1)
forever; but the second possibility contradicts the facts that |Xτn | = n and
τn ↑ e as n ↑ ∞.

To proceed rigorously, define two sequences {ηn} and {ζn} of stopping
times inductively by ζ0 = 0 and

ηn = inf {t > ζn−1 : |Xt| = R} ,
ζn = inf {t > ηn : |Xt| = R+ 1} ,

with the convention that inf ∅ = e. If ζn < e, the difference ζn − ηn is the
time X takes to cross from ∂B(R) to ∂B(R+ 1) for the nth time. By Itô’s
formula (1.1.2) applied to the function f(x) = |x|2 we have

(1.1.9) |Xt|2 = |X0|2 +Nt +
∫ t

0
ΨsdQs, t < e,

where

Nt = 2
∫ t

0
σiα(Xs)Xi

s dM
α
s ,

Ψs = 2σiα(Xs)Xi
s

dAαs
dQs

+ σiα(Xs)σiβ(Xs)
d〈Mα,Mβ〉s

dQs
.
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The definition of Q is given in (1.1.3). It is clear that

〈N〉t =
∫ t

0
ΦsdQs,

Φs = 4σiα(Xs)σ
j
β(Xs)Xi

sX
j
s

d〈Mα,Mβ〉s
dQs

.

By the well known Lévy’s criterion, there exists a one-dimensional Brownian
motion W such that

Nu+ηn −Nηn = W〈N〉u+ηn−〈N〉ηn
.

When ηn ≤ s ≤ ζn we have |Xs| ≤ R + 1. Hence there is a constant C
depending on R such that |Ψs| ≤ C and |Φs| ≤ C during the said range of
time. From (1.1.9) we have

1 ≤ |Xζn |2 − |Xηn |2

= W〈N〉ζn−〈N〉ηn
+
∫ ζn

ηn

ΨsdQs

≤ W ∗
〈N〉ζn−〈N〉ηn

+ C (Qζn −Qηn) ,

where W ∗
t = max0≤s≤t |Ws|. We also have

〈N〉ζn − 〈N〉ηn ≤ C(Qζn −Qηn).

Now it is clear that the events ζn < e and Qζn − Qηn ≤ (Cn)−1 together
imply that

W ∗
1/n ≥ 1− 1

n
≥ 1

2
.

Therefore,

P
{
ζn < e,Qζn −Qηn ≤

1
Cn

}
≤ P

{
W ∗

1/n ≥ 1/2
}

=

√
2n
π

∫ ∞

1/2
e−nu

2/2du ≤
√

8
πn

e−n
2/8.

By the Borel-Cantelli lemma, either ζn = e for some n or ζn < e and
Qζn − Qηn ≥ (Cn)−1 for all sufficiently large n. The second possibility
implies that

Qζn ≥
n−1∑
m=1

(Qζm −Qηm)→∞,

which in turn implies e > ζn ↑ ∞. Thus if e <∞, we must have ζn = e for
some n. Let ζn0 be the last time strictly less than e. Then X never returns
to B(R) for ζn0 ≤ t < e. This shows that e is indeed the explosion time and
X is a solution of SDE(σ,Z,X0) up to its explosion time.

To prove the uniqueness, suppose that Y is another solution up to its
explosion time and let ρn be the first time either |Xt| or |Yt| is equal to n.
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Then X and Y stopped at time τn are solutions of SDE(σn, Zρn , X0). By
the uniqueness part of Proposition 1.1.3 we have Xt = Yt for 0 ≤ t < ρn,
and ρn is the time the common process first reaches the sphere ∂B(n). Hence
e(X) = e(Y ) = limn↑∞ ρn and Xt = Yt for all t ∈ [0, e(X)).

Finally we remove the restriction that X0 is uniformly bounded. For a
general X0 let Ωn = {|X0| ≤ n}, and Xn the solution of SDE(σ,Z,X0IΩn).
Define a probability measure Qn by

Qn(C) =
P(C ∩ Ωn)

P(Ωn)
.

Since Ωn ∈ F0, bothXn andXn+1 satisfy the same SDE(σ,Z,X0IΩn) under
Qn. Hence by the uniquenss we have just proved they must coincide, i.e.,
Xn = Xn+1 and e(Xn) = e(Xn+1) on Ωn. In view of the fact that P(Ωn) ↑ 1
as n ↑ ∞, we can define a new process by X = Xn and e = e(Xn) on Ωn.
It is clear that X is a semimartingale and satisfies the equation up to its
explosion time. The uniqueness follows from the observation that if Y is
another solution, then it must be a solution to the same equation with the
initial condition X0IΩn under Qn; therefore it must coincide with X on the
set Ωn for all n. �

For future reference we need the following slightly more general form of
uniqueness.

Proposition 1.1.9. Suppose that σ is locally Lipschitz. Let X and Y be
two solutions of SDE(σ,Z,X0) up to stopping times τ and η respectively.
Then Xt = Yt for 0 ≤ t < τ ∧ η. In particular, if X is a solution up to its
explosion time e(X), then η ≤ e(X) and Xt = Yt for 0 ≤ t < η.

Proof. Exercise. �

In contrast to the pathwise uniqueness discussed above, the weak unique-
ness (also called uniqueness in law) asserts roughly that if (Z,X0) and
(Ẑ, X̂0) (possibly defined on different filtered probability spaces) have the
same law, then the solutions X and X̂ of SDE(σ,Z,X0) and SDE(σ, Ẑ, X̂0)
also have the same law. For simplicity, we restrict ourselves to the typical
situation where the driving semimartingale has the special form Zt = (Wt, t)
with an l-dimensional euclidean F∗-Brownian motion W , and correspond-
ingly the coefficient matrix has the form (σ, b). In this case the equation
becomes

(1.1.10) Xt = X0 +
∫ t

0
σ(Xs) dWs +

∫ t

0
b(Xs) ds.
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We will need the weak uniqueness for this type of equations in Section
1.3 when we discuss the uniqueness of diffusion measures generated by sec-
ond order elliptic operators. Note that W is an F∗-Brownian motion if
it is a Brownian motion adapted to F∗ such that Ft is independent of
{Ws+t −Wt, t ≥ 0}; or equivalently, W has the Markov property with re-
spect to the filtration F∗.

Theorem 1.1.10. Suppose that σ and b are locally Lipschitz. Then the
weak uniqueness holds for the equation (1.1.10). More precisely, suppose
that X̂ is the solution of

(1.1.11) X̂t = X̂0 +
∫ t

0
σ(X̂s) dŴs +

∫ t

0
b(X̂s) ds,

where Ŵ is a Brownian motion defined on another filtered probability space
(Ω̂, F̂∗, P̂) and X̂0 ∈ F̂0 has the same law as X0. Then X̂ and X have the
same law.

Proof. We pass to the product probability space

(RN ×W (Rl),B(RN )× B(W (Rl))∗, µ0 × µW ),

where µ0 is the common distribution of X0 and X̂0, and µW is the law of an
l-dimensional Brownian motion. A point in this space is denoted by (x0, w).
The equation on this space

(1.1.12) Jt = x0 +
∫ t

0
σ(Js) dws +

∫ t

0
b (Js) ds

has a unique solution up to its explosion time. Now the map J : RN ×
W (Rl)→ W (RN ) is a measurable map well defined µ0 × µW -almost every-
where. Since the law of (X0, B) is µ0 × µW , the composition J(X0,W ) :
Ω → W (Rd) is well defined. By (1.1.12), J(X0,W ) satisfies (1.1.10). Now
by the pathwise uniqueness for (1.1.10) we have X = J(X0,W ). Likewise
we have X̂ = J(X̂0, Ŵ ). Because (X0,W ) and (X̂0, Ŵ ) have the same law,
we conclude that X and X̂ also have the same law. �

The following nonexplosion criterion is well known.

Proposition 1.1.11. Suppose that Z is defined on [0,∞). If σ is locally
Lipschitz and there is a constant C such that |σ(x)| ≤ C(1 + |x|), then the
solution of SDE(σ,Z,X0) does not explode.

Proof. We may assume that X0 is uniformly bounded (see the last part
of the proof of Theorem 1.1.8). Let η be the inverse of Q as before (see
(1.1.3)) and τN = inf {t > 0 : |Xt| = N}. From

Xt = X0 +
∫ t

0
σ(Xs) dZs
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and Lemma 1.1.2 we have

E|X|2∞,ηT∧τN ≤ 2E|X0|2 + CE
∫ ηT∧τN

0

{
|Xs|2 + 1

}
dQs

≤ 2E|X0|2 + CT + C

∫ T

0
E|X|2∞,ηs∧τNds.

Hence by Gronwall’s lemma

E|X|2∞,ηT∧τN ≤
{
2E|X0|2 + CT

}
eCT .

Letting N ↑ ∞ and using the fact that τN ↑ e(X), we see that, by defining
|Xt| =∞ for t ≥ e,

E|X|2∞,ηT∧e(X) <∞, hence P
{
|X|∞,ηT∧e(X) <∞

}
= 1.

This implies that ηT < e(X). Now e(X) = ∞ follows from the fact that
ηT ↑ ∞ as T ↑ ∞. �

Example 1.1.12. (Exponential martingale) Suppose that N be a semi-
martingale on R1 and N0 = 0. Consider the equation

Xt = 1 +
∫ t

0
Xs dNs.

The solution is

Xt = exp
[
Nt −

1
2
〈N,N〉t

]
.

If N is a local martingale. Then X is called an exponential martingale.
We leave the proof of the following properties of exponential martingales as
an exercise:

(1) X is a nonnegative supermartingale; hence EXt ≤ 1 for all t ≥ 0;
(2) X is a martingale if and only if EXt = 1 for all t ≥ 0;
(3) If E exp {α〈N〉t} is finite for some α > 1/2, then EXt = 1.

In fact EXt = 1 holds if E exp {〈N〉t/2} is finite, or even E exp {Nt/2} is
finite, but the proof is considerably more difficult.

Example 1.1.13. (Ornstein-Uhlenbeck process) The equation on R1

dXt = dZt −X,dt

can be solved explicitly:

Xt = e−tX0 +
∫ t

0
e−(t−s)dZs.

When Z is a 1-dimensional euclidean Brownian motion, X is a diffusion
generated by

L =
1
2

(
d

dx

)2

− x
d

dx
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and is called an Ornstein-Uhlenbeck process. LetXx be the solution starting
from x. Then

Ef(Xx
t ) =

∫
R1

f
(
e−tx+

√
1− e−2ty

)
µ(dy),

where

µ(dx) =
1
√

2π
e−x

2/2dx

is the standard Gaussian measure on R1. The Gaussian measure µ is invari-
ant for the process, i.e.,∫

R
E {f(Xx

t )}µ(dx) =
∫

R
f(x)µ(dx).

Example 1.1.14. (Brownian bridge) Let B be a d-dimensional euclidean
Brownian motion. Then the process t 7→ Xt = Bt− tB1 is called a Brownian
bridge. Let Gt = σ {Bs, s ≤ t;B1}. Prove the following facts as an exercise:

(1) X is a semimartingale with respect to G∗, and there is a G∗-adapted
Brownian motion W such that X is the solution of

Xt = Wt −
∫ t

0

Xsds

1− s
.

This equation can be solved explicitly:

Xt = (1− t)
∫ t

0

dWs

1− s
;

(2) There is a Brownian motion U such that

Xt = (1− t)Ut/(1−t), 0 ≤ t < 1;

(3) The reversed process t 7→ X∗
t = X1−t is also a Brownian bridge, i.e., it

has the same law as X. �

If the driving semimartingale Z itself is defined only up to a stopping
time τ , we can consider SDE(σ,Zτn , X0) for a sequence of stopping times
τn ↑↑ τ .

Theorem 1.1.15. Let Z be a semimartingale defined up to a stopping time
τ . Then there is a unique solution X to SDE(σ,Z,X0) up to the stopping
time e(X) ∧ τ . If Y is another solution up to a stopping time η ≤ τ , then
η ≤ e(X) ∧ τ and Xt = Yt for 0 ≤ t < e(X) ∧ η.

Proof. Exercise. �
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We now turn to the Stratonovich formulation of stochastic differential
equations. The advantage of this formulation is that Itô’s formula appears in
the same form as the fundamental theorem of calculus; therefore stochastic
calculus in this formulation takes a more familiar form (compare (1.1.2) with
(1.1.14) below). This is a very convenient feature when we study stochastic
differential equations on manifolds. However, it often happens that useful
probabilistic and geometric information reveals itself only after we separate
martingale and bounded variation components.

Suppose that Vα, α = 1, . . . , l, are smooth vector fields on RN . Each Vα
can be regarded as a function Vα : RN → RN so that V = (V1, . . . , Vl) is an
M(N, l)-valued function on Rd. Let Z and X0 be as before and consider the
Stratonovich stochastic differential equation

Xt = X0 +
∫ t

0
V (Xs) ◦ dZs,

where the stochastic integral is in the Stratonovich sense. To emphasize the
fact that V is a set of l vector fields, we rewrite the equation as

(1.1.13) Xt = X0 +
∫ t

0
Vα(Xs) ◦ dZαs .

Converting the Stratonovich integral into the equivalent Itô integral, we
obtain the equivalent Itô formulation of the equation:

Xt = X0 +
∫ t

0
Vα(Xs) dZαs +

1
2

∫ t

0
∇Vβ

Vα(Xs) d〈Zα, Zβ〉s.

Here ∇Vβ
Vα is the derivative of Vα along Vβ. For future reference we record

here Itô’s formula in this setting in the following proposition.

Proposition 1.1.16. Let X be a solution to the equation (1.1.13) and f ∈
C2(Rd). Then

(1.1.14) f(Xt) = f(X0) +
∫ t

0
Vαf(Xs) ◦ dZs, 0 ≤ s < e(X).

Proof. Exercise. �

1.2. SDE on manifolds

The discussion in the preceding section makes it clear that solutions of sto-
chastic differential equations on manifolds should be sought in the space of
manifold-valued semimartingales.

Definition 1.2.1. Let M be a differentiable manifold and (Ω,F∗,P) a fil-
tered probability space. Let τ be an F∗-stopping time. A continuous, M -
valued process X defined on [0, τ) is called an M -valued semimartingale if
f(X) is a real-valued semimartingale on [0, τ) for all f ∈ C∞(M).
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By Itô’s formula it is easy to see that when M = RN this definition gives
the usual RN -valued semimartingales.

Remark 1.2.2. It can be shown that if f(X) is a real-valued martingale for
all f ∈ C∞

K (M) (smooth functions on M with compact support), then X is
an M -valued semimartingale; in other words, the set of test functions can be
reduced to C∞

K (M). On the other hand, ifX is anM -valued semimartingale,
then by Itô’s formula, f(X) is a real-valued semimartingale for all f ∈
C2(M); see Proposition 1.2.7

A stochastic differential equation on a manifold M is defined by l vector
fields V1, . . . , Vl on M , an Rl-valued driving semimartingale Z, and an M -
valued random variable X0 ∈ F0, serving as the initial value of the solution.
We write the equation symbolically as

dXt = Vα(Xt) ◦ dZαs
and refer to it as SDE(V1, . . . , Vl;Z,X0). In view of Proposition 1.1.16
we make the following definition.

Definition 1.2.3. An M -valued semimartingale X defined up to a stopping
time τ is a solution of SDE(V1, . . . , Vl, Z,X0) up to τ if for all f ∈ C∞(M),

(1.2.1) f(Xt) = f(X0) +
∫ t

0
Vαf(Xs) ◦ dZαs , 0 ≤ t < τ.

It is an easy consequence of Itô’s formula (1.1.14) that if (1.2.1) holds for
f1, . . . , fk, then it automatically holds for any smooth function of them. We
see later that if M is embedded in a euclidean space RN , then it is enough
to verify (1.2.1) for the coordinate functions.

The advantage of the Stratonovich formulation is that stochastic dif-
ferential equations on manifolds in this formulation transform consistently
under diffeomorphisms between manifolds. Let Γ (TM) denote the space of
smooth vector fields on a manifold M (the space of sections of the tangent
bundle TM). A diffeomorphism Φ : M → N between two manifolds induces
a map Φ∗ : Γ (TM) → Γ (TN) between the vector fields on the respective
manifolds by the prescription

(Φ∗V )f(y) = V (f ◦ Φ)(x), y = Φ(x), f ∈ C∞(N).

Equivalently, if V is the tangent vector of a curve C on M , then Φ∗V is the
tangent vector of the curve Φ ◦ C on N .

Proposition 1.2.4. Suppose that Φ : M → N is a diffeomorphism and X a
solution of SDE(V1, . . . , Vl;Z,X0). Then Φ(X) is a solution of SDE(Φ∗V1,
. . . , Φ∗Vl;Z,Φ(X0)) on N .
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Proof. Let Y = Φ(X) and f ∈ C∞(N). Applying (1.2.1) to f ◦Φ ∈ C∞(M)
and using Vα(f ◦ Φ)(Xs) = (Φ∗Vα)f(Ys), we obtain

f(Yt) = f(Y0) +
∫ t

0
Vα(f ◦ Φ)(Xs) ◦ dZαs

= f(Y0) +
∫ t

0
(Φ∗Vα)f(Ys) ◦ dZαs .

Hence Y = Φ(X) is a solution of SDE(Φ∗V1, . . . , Φ∗Vl;Z,Φ(X0)). �

We will prove that SDE(V1, . . . , Vl;Z,X0) has a unique solution up to
its explosion time. Our strategy is to reduce the equation to an equation on
a euclidean space of the same type by the well known Whitney’s embedding
theorem (see de Rham [63]).

Theorem 1.2.5. (Whitney’s embedding theorem) Suppose that M is a dif-
ferentiable manifold. Then there exists an embedding i : M → RN for some
N such that the image i(M) is a closed subset of RN .

It is known from differential topology that N = 2dimM +1 will do. We
often identify M with the image i(M) and assume that M itself is a closed
submanifold of RN . Note that we assume that M does not have a boundary.
The fact that M is a closed submanifold of RN (i.e., M is a closed subset of
RN ) is very important to us, for it allows us to identify the point at infinity
of M with that of RN .

Proposition 1.2.6. Let M be a (noncompact) closed submanifold of RN

and M̂ = M ∪ {∂M} its one-point compactification. A sequence of points
{xn} in M converges to ∂M in M̂ if and only if |xn|RN →∞.

Proof. Exercise. �

Suppose that M is a closed submanifold of RN . A point x ∈ M has N
coordinates

{
x1, . . . , xN

}
as a point in RN . The following proposition shows

that the N coordinate functions f i(x) = xi can serve as a natural set of test
functions for Itô’s formula on M .

Proposition 1.2.7. Suppose that M is a closed submanifold of RN . Let
f1, . . . , fN be the coordinate functions. Let X be an M -valued continuous
process.

(i) X is a semimartingale on M if and only if it is an RN -valued semi-
martingale, or equivalently, if and only if f i(X) is a real-valued semimartin-
gale for each i = 1, . . . , N .
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(ii) X is a solution of SDE(V1, . . . , Vl;Z,X0) up to a stopping time σ if
and only if for each i = 1, . . . , N ,

(1.2.2) f i(Xt) = f i(X0) +
∫ t

0
Vαf

i(Xs) ◦ dZαs , 0 ≤ t < σ.

Proof. (i) Suppose that X is an M -valued semimartingale. Each f i is a
smooth function on M , thus by definition f i(X) = Xi is a real-valued semi-
martingale. This means that X is a RN -valued semimartingale. Conversely,
suppose that X lives on M and is an RN -valued semimartingale. Since
M is closed in RN , a function f ∈ C∞(M) can be extended to a function
f̃ ∈ C∞(RN ). Hence f(X) = f̃(X) is a real-valued semimartingale, and by
definition X is an M -valued semimartingale.

(ii) If X is a solution, then (1.2.2) holds because each f i ∈ C∞(M). Now
suppose (1.2.2) holds and f ∈ C∞(M). Take an extension f̃ ∈ C∞(RN ) of
f . Then f(Xt) = f̃(f1(Xt), · · · , fN (Xt)). By Itô’s formula,

d {f(Xt)} = fxi(f
1(Xt), · · · , fN (Xt)) ◦ d

{
f i(Xt)

}
= fxi(f

1(Xt), · · · , fN (Xt)) ◦ Vαf i(Xt) ◦ dZαt
=
{
(fxi(X

1
t , · · · , XN

t )Vαf i(Xt)
}
◦ dZαt

= Vαf(Xt) ◦ dZα.

In the last step we have used the chain rule for differentiating composite
functions. �

Returning to the SDE(V1, . . . , Vl;Z,X0), we fix an embedding of M into
RN and regard M as a closed submanifold of RN . Each vector field Vα is at
the same time a smooth, RN -valued function on M and can be extended to
a vector field Ṽα on RN . From the discussion in the last section the equation

(1.2.3) Xt = X0 +
∫ t

0
Ṽα(Xs) ◦ dZαs

on RN has a unique solution X up to its explosion time e(X). Since X starts
from M and the vector fields Ṽα are tangent to M on M , it is expected, as
in ordinary differential equations, that X never leaves M . Once this fact is
established, e(X) is also the explosion time of X as a semimartingale on M
by Proposition 1.2.6.

Proposition 1.2.8. Let X be the solution of the extended equation (1.2.3)
up to its explosion time e(X) and X0 ∈M . Then Xt ∈M for 0 ≤ t < e(X).

Proof. Without loss of generality we may assume that X0 is uniformly
bounded (see the end of the proof of Theorem 1.1.8). Let dRN (x,M) be
the euclidean distance from x to M . Because M is closed and without
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boundary, the function f(x) = dRN (x,M)2 is smooth in a neighborhood
of M . Multiplying by a suitable cut-off function, we may assume that f ∈
C∞(RN ). Since the vector fields Ṽα are tangent to M along the submanifold
M , a local calculation shows that the functions Ṽαf and ṼαṼβf vanish along
M at the rate of the square of the distance dRN (x,M). Hence there is a
neighborhood U of M such that (i) f(x) = 0 for an x ∈ U if and only if
x ∈M ; (ii) for each R > 0, there exists C depending on R such that

(1.2.4) |Ṽαf(x)| ≤ Cf(x), |ṼαṼβf(x)| ≤ Cf(x)

for all x ∈ U ∩B(0;R). Define the stopping times:

τR = inf {t > 0 : Xt 6∈ B(R)} ,
τU = inf {t > 0 : Xt 6∈ U} ,
τ = τU ∧ τR.

Consider the process X before τ , the first exit time from U∩B(R). Applying
Itô’s formula, we have

f(Xt) =
∫ t

0
Vαf(Xs) dZαs +

1
2

∫ t

0
VαVβf(Xs) d〈Zα, Zβ〉s.

Using Lemma 1.1.2 to the right side of the above equation, we have

E |f(X)|2∞,ηt∧τ ≤

C
∑
α,β

E
∫ ηt∧τ

0

{
|Vαf(Xs)|2 + |VαVβf(Xs)|2s

}
dQs.

We now make the time change s 7→ ηs and use (1.2.4), which is permissible
because Xs ∈ U ∩B(R) if s ≤ τ . This yields the inequality

E |f(X)|2∞,ηt∧τ ≤ C1

∫ t

0
E|f(X)|2∞,ηs∧τds.

It follows that f(Xs) = 0 for s ≤ ηt ∧ τ , or

Xs ∈M for 0 ≤ s < ηt ∧ τU ∧ τR.
Letting t and then R go to infinity, we see thatXs ∈M for 0 ≤ s < e(X)∧τU ,
from which we conclude easily that X stays on M up to e(X). �

We are now in a position to prove the main result of this section.

Theorem 1.2.9. There is a unique solution of SDE(V1, . . . , Vl;Z,X0) up
to its explosion time.

Proof. By Proposition 1.2.8 the solution X of SDE(Ṽ1, . . . , Ṽl;Z,X0)
stays in M up to its explosion time and satisfies (1.2.3). But (1.2.3) is
nothing but a rewriting of (1.2.2); hence X is a solution of SDE(V1, . . . , Vl;
Z,X0) by Proposition 1.2.7 (ii).
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If Y is another solution up to a stopping time τ , then, regarded as a
semimartingale on RN , it is also a solution of SDE(Ṽ1, . . . , Ṽl;Z,X0) up to
τ . By the uniqueness statement in Proposition 1.1.9, Y must coincide
with X on [0, τ). �

Remark 1.2.10. The case where the driving semimartingale runs up to
a stopping time can be discussed as in the euclidean case; see Theorem
1.1.15.

1.3. Diffusion processes

The analytic significance of diffusion processes derives from their relation
with second order elliptic operators. Diffusion theory of smooth second
order elliptic operators can be adequately treated by stochastic differential
equations. In this section we discuss diffusion processes generated by such
operators from the viewpoint of martingale problems. The main results of
this section are the uniqueness in law and the strong Markov property of
such processes. For a complete exposition of martingale problems, the reader
is referred to Stroock and Varadhan [68], which is also our main reference
for this section.

Throughout this section L denotes a smooth second order elliptic, but
not necessarily nondegenerate, differential operator on a differentiable man-
ifold M . If f ∈ C2(M) and ω ∈W (M), we let

(1.3.1) Mf (ω)t = f(ωt)− f(ω0)−
∫ t

0
Lf(ωs) ds, 0 ≤ t < e(ω).

Definition 1.3.1. (i) An F∗-adapted stochastic process X : Ω → W (M)
defined on a filtered probability space (Ω,F∗,P) is called a diffusion pro-
cess generated by L (or simply an L-diffusion) if X is an M -valued F∗-
semimartingale up to e(X) and

Mf (X)t = f(Xt)− f(X0)−
∫ t

0
Lf(Xs) ds, 0 ≤ t < e(X),

is a local F∗-martingale for all f ∈ C∞(M).
(ii) A probability measure µ on the standard filtered path space (W (M),

B(W (M))∗) is called a diffusion measure generated by L (or simply an L-
diffusion measure) if

Mf (ω)t = f(ωt)− f(ω0)−
∫ t

0
Lf(ωs) ds, 0 ≤ t < e(ω),

is a local B(W (M))∗-martingale for all f ∈ C∞(M).

For a given L, the relation between L-diffusion measures and L-diffusion
processes is as follows. If X is an L-diffusion, then its law µX = P ◦X−1 is
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an L-diffusion measure; conversely, if µ is an L-diffusion measure on W (M),
then the coordinate process X(ω)t = ωt on (W (M),B(W (M))∗, µ) is an
L-diffusion process.

We show that, given a smooth second order elliptic operator and a proba-
bility distribution µ0 on M , there exists a unique L-diffusion measure whose
initial distribution is µ0. The approach is similar to the one we have used
before for stochastic differential equations on manifolds, namely, we embed
M in RN as a closed submanifold and extend L to an operator L̃ of the
same type on the ambient space. The L̃-diffusion X is then constructed by
solving a stochastic differential equation on RN , and we verify that it in fact
lives on M and is an L-diffusion.

In the following we will use S+(l) to denote the space of (l×l)-symmetric,
positive definite (more precisely, nonnegative definite) matrices. Let d =
dimM . In a local coordinate system x =

{
xi
}

covering a neighborhood U ,
the operator L has the form

(1.3.2) L =
1
2

d∑
i,j=1

aij(x)
∂

∂xi
∂

∂xj
+

d∑
i=1

bi(x)
∂

∂xi
,

where both a =
{
aij
}

: U → S+(d) and b =
{
bi
}

: U → Rd are smooth
functions. Define

Γ (f, g) = L(fg)− fLg − gLf, f, g ∈ C∞(M).

A direct computation shows that

(1.3.3) Γ (f, g) = aij
∂f

∂xi
∂g

∂xj
.

It is easy to verify that if f1, . . . , fN , are N smooth functions on M , then
the square matrix

{
Γ (fα, fβ)

}
is positive definite everywhere on M .

We assume that M is a closed submanifold of RN and denote the coor-
dinates of the ambient space by z =

{
z1, . . . , zN

}
. The coordinate functions

on M are fα(z) = zα, the αth coordinate of the point z ∈M . Let

ãαβ = Γ (fα, fβ), b̃α = Lfα.

They are smooth functions on M and
{
ãαβ
}

is positive definite. We extend
ã and b̃ smoothly to the ambient space so that they take values in S+(N)
and RN respectively. The operator

(1.3.4) L̃ =
1
2

N∑
α,β=1

ãαβ
∂2

∂zα∂zβ
+

N∑
α=1

b̃α
∂

∂zα

is an extension of L to the ambient space in the following sense.
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Lemma 1.3.2. Suppose that f ∈ C∞(M). Then for any f̃ ∈ C∞(RN )
which extends f from M to RN , we have L̃f̃ = Lf on M .

Proof. Let x =
{
xi
}

be a local coordinate system on M . Then on M we
have f(x) = f̃(f1(x), · · · , fN (x)). Using (1.3.2), we compute Lf by the
chain rule and see that it agrees with L̃f̃ . �

The next step is to construct an L̃-diffusion on RN by solving a stochastic
differential equation of the form

(1.3.5) Xt = X0 +
∫ t

0
σ̃(Xs) dWs +

∫ t

0
b̃(Xs)ds,

where W is an N -dimensional euclidean Brownian motion and X0 is an RN -
valued random variable independent of W . Using Itô’s formula we verify
easily that a process X satifying (1.3.5) is an L̃ diffusion with L̃ given in
(1.3.4) if ã = σ̃σ̃†. The obvious choice is to take σ̃ = ã1/2, the unique
(symmetric) positive definite matrix square root of a. In order that our
previous theory apply to the equation (1.3.5), we need the following lemma.

Lemma 1.3.3. Let S : RN → S+(l) be twice continuously differentiable.
Then its positive definite matrix square root S1/2 : RN → S+(l) is locally
Lipschitz.

Proof. Since the problem is local we may assume that all derivatives of S
up to the second order are uniformly bounded. By considering S + λI and
then letting λ ↓ 0, we may assume that S is strictly positive definite and
prove the following bound for the first derivatives of T = S1/2 independent
of the lower bound of the eigenvalues of S:

sup
x∈RN

|∇T (x)ij | ≤
√

2Cl,

where

C = sup
x∈RN , 1≤k,m≤l

∥∥∥∥{∂2Skm(x)
∂xi∂xj

}∥∥∥∥
2,2

.

We first prove the special case of a positive function, i.e., l = 1. Let x, y ∈
RN . There is a point z on the line segment joining x and y such that

0 ≤ f(y) = f(x) +∇f(x) · (y − x) +
1
2
(y − x)†∇2f(z)(y − x).

Hence for all y ∈ RN ,

f(x) +∇f(x) · (y − x) +
1
2
C|y − x|2 ≥ 0.

Letting y = x−∇f(x)/C, we obtain |∇f(x)| ≤
√

2Cf(x).
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For the general case, fix an x ∈ Rd and assume for the time being that
S(x) is diagonal. We have

S(y) = S(x) +∇S(x) · (y − x) +O(|x− y|2),
T (y) = T (x) +∇T (x) · (y − x) +O(|x− y|2).

Comparing the coefficients of the first order terms in T (y)T (y) = S(y), we
obtain

∇T (x)T (x) + T (x)∇T (x) = ∇S(x).

Comparing the (i, j)-entries, we have

(1.3.6) ∇T (x)ij =
∇S(x)ij

T (x)ii + T (x)jj
.

Now the functions f±(x) = (ei ± ej)†S(x)(ei ± ej) (ei and ej are the ith
and jth coordinate unit vectors in Rl) are nonnegative on Rd. Applying
the special case proved above to these two functions, we have |∇f±(x)| ≤√

8Cf±(x). Hence,

4|∇S(x)ij | = |∇f+(x)−∇f−(x)|

≤
√

8C
{√

f+(x) +
√
f−(x)

}
≤ 4
√
C
√
f+(x) + f−(x)

= 4
√

2C
√
S(x)ii + S(x)jj

≤ 4
√

2C {T (x)ii + T (x)jj} .

From this and (1.3.6) we have |∇T (x)ij | ≤
√

2C.
If S(x) is not diagonal at x, let O be an orthogonal matrix such that

OS(x)O† is diagonal. Then (OSO†)1/2 = OTO†. Applying the above argu-
ment to OSO†, we see that every entry of the matrix O∇T (x)O† is bounded
by
√

2C. It follows by simple linear algebra that every entry of ∇T (x) is
bounded by

√
2Cl. �

Now it is not difficult to prove the existence of an L-diffusion measure
with a given initial distribution.

Theorem 1.3.4. Let L be a smooth second order elliptic operator on a
differentiable manifold M and µ0 a probability measure on M . Then there
exists an L-diffusion measure with initial distribution µ0.

Proof. Let ã, b̃ be as before and σ̃ = ã1/2 the unique positive matrix square
root of ã. By the preceding lemma, σ̃ is locally Lipschitz on RN . Let W be
an N -dimensional euclidean Brownian motion and X0 an M -valued random
variable independent of W whose distribution is µ0. The solution X of
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(1.3.5) is an L̃-diffusion. We claim that the law µX = P ◦X−1 of X in the
path space W (RN ) is concentrated on W (M) and is an L-diffusion measure
with initial distribution µ0.

The proof that X lives on M is similar to that of Proposition 1.2.8.
We need only to observe that f(x) = dRN (x,M)2 has the property that for
each R > 0 there exists C depending on R such that |L̃f(x)| ≤ Cf(x) in
a neighborhood of M ∩ B(R), and this fact can be verified easily from the
definition of L̃ in (1.3.4) by a local computation.

We next show that X is an L-diffusion. Since X is an L̃-diffusion, for
every f̃ ∈ C∞(RN ),

f̃(Xt) = f̃(X0) + local martingale +
∫ t

0
L̃f̃(Xs) ds, 0 ≤ t < e(X).

Suppose that f ∈ C∞(M) and let f̃ be a smooth extension of f to RN . In
view of Lemma 1.3.2 and the fact that X lives on M the above equality
becomes

f(Xt) = f(X0) + local martingale +
∫ t

0
Lf(Xs) ds, 0 ≤ t < e(X).

This shows that X is an L-diffusion and its law µX is an L-diffusion measure
with the initial distribution µ0 = P ◦X−1

0 . �

In order to prove the uniqueness in law of an L-diffusion measure we
need the following extension of Lévy’s criterion for Brownian motion.

Lemma 1.3.5. Let M be an RN -valued local martingale on a probability
space (Ω,F∗,P) such that

〈M,M †〉t =
∫ t

0
a(s) ds

for an F∗-adapted, S+(N)-valued process {a(s), s ≥ 0}. Let σ(s) be the (sym-
metric) positive definite matrix square root of a(s). Let W be an RN -valued
Brownian motion on another probability space (Π,G∗,Q). On the prod-
uct probability space (Ω × Π,F∗ × G∗,P × Q) define M(ω, π) = M(ω) and
σ(ω, π) = σ(ω). Then there exists an N -dimensional euclidean Brownian
motion B defined on the product probability space such that

Mt =
∫ t

0
σ(s) dBs.

Proof. If σ is nondegenerate, then

Bt =
∫ t

0
σ(s)−1dMs
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is a Brownian motion on RN by the usual Lévy’s criterion. If σ(s) is degen-
erate we need to use the extra Brownian motion W to “fill in the gaps.”

We regard a positive definite symmetric matrix σ as a linear transform
on RN and denote by Pσ the orthogonal projection onto its range Ran(σ).
Since σ is symmetric we have RN =Ker(σ)⊕Ran(σ), and the restriction σ :
Ran(σ)→ Ran(σ) is an isomorphism. The generalized inverse σ−1 is a linear
transform defined as follows:

σ−1z =

{
0, if z ∈ Ker(σ);
y, if z ∈ Ran(σ);

where y is the unique element in Ran(σ) such that σy = z. It is easy to
verify that σ−1 is again symmetric and

σσ−1 = σ−1σ = Pσ.

After these algebraic preparations we define, on the product probability
space,

Bt =
∫ t

0
σ(s)−1dMs +

∫ t

0

(
I − Pσ(s)

)
dWs.

Its quadratic variation matrix is

d〈B,B†〉t =
{
σ(t)−1dMt + (I − Pσ(t)) dWt

}
·
{
σ(t)−1dMt + (I − Pσ(t)) dWt

}†
= σ(t)−1d〈M,M †〉tσ(t)−1

+ (I − Pσ(t)) d〈W,W †〉t(I − Pσ(t))

= σ(t)−1a(t)σ(t)−1dt+ (I − Pσ(t)) dt

= Pσ(t)dt+ (I − Pσ(t)) dt

= Idt.

Note that since W and M are independent martingales with respect to the
filtration F∗ ×G∗, we have

d〈W,M †〉t = d〈M,W †〉t = 0.

Now, by the usual Lévy’s criterion B is an N -dimensional euclidean Brow-
nian motion. To verify the representation for M , we first note that

(I − Pσ(t)) dMt = 0, or Pσ(t) dMt = dMt,

because its quadratic variation is

(I − Pσ(t)) d〈M,M †〉t(I − Pσ(t))
†

= (I − Pσ(t))a(t)(I − Pσ(t))
†dt = 0.
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Finally we have

σ(t) dBt = σ(t)σ(t)−1dMt = Pσ(t)dMt = dMt,

and this completes the proof. �

Theorem 1.3.6. An L-diffusion measure with a given initial distribution is
unique.

Proof. Suppose that µ is an L-diffusion measure on W (M). Let {Xt} be
the coordinate process on W (M), i.e., Xt(ω) = ωt for ω ∈ W (M). Let
fα(z) = zα as before and fαβ = fαfβ . The components of the coordinate
process Xt in RN are Xα

t = fα(Xt). Under the measure µ, we have

(1.3.7) Xα
t = Xα

0 +Mfα

t +
∫ t

0
b̃α(Xs) ds,

where b̃α = Lfα. We construct a stochastic differential equation for the
coordinate process {Xα

t } and then use the uniqueness in law on RN in
Theorem 1.1.10.

The Doob-Meyer decomposition of Xα
t X

β
t = fαβ(Xt) can be computed

in two ways, namely by the martingale property of µ applied to the function
fαβ ,

Xα
t X

β
t = Xα

0 X
β
0 +Mfαβ

t +
∫ t

0
Lfαβ(Xs) ds,

and by Itô’s formula applied to the product of two semimartingales Xα
t and

Xβ
t (see (1.3.7)),

Xα
t X

β
t = Xα

0 X
β
0 +

∫ t

0
Lfα(Xs) dMfβ

s +
∫ t

0
Lfβ(Xs) dMfα

s

+
∫ t

0

{
fα(Xs)Lfβ(Xs) + fβ(Xs)Lfα(Xs)

}
ds

+ 〈Mfα
,Mfβ 〉t.

Comparing the bounded variation parts of the two expressions for Xα
t X

β
t ,

we obtain

(1.3.8) 〈Xα, Xβ〉t = 〈Mfα
,Mfβ 〉t =

∫ t

0
Γ (fα, fβ)(Xs) ds,

where Γ is defined in (1.3.3). The matrix
{
Γ (fα, fβ)

}
is symmetric and

positive definite. Denote by σ̃ its symmetric positive definite square root.
By Lemma 1.3.5, on an extended probability space there exists an N -
dimensional Brownian motion B such that

Mfα

t =
∫ t

0
σ̃αβ(Xs) dBβ

s
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and (1.3.7) becomes

(1.3.9) Xt = X0 +
∫ t

0
σ̃(Xs) dBs +

∫ t

0
b̃(Xs) ds.

This is the equation for X we are looking for. Now µ remains the law of X
in the extended probability space; it is therefore the law of the solution of
(1.3.9). Because the coefficients in the equation are determined by L (and a
fixed embedding of M into RN ), every L-diffusion measure is the law of the
solution of the same equation (1.3.9). Therefore by the uniqueness in law of
solutions of stochastic differential equations with local Lipschitz coefficients
(Theorem 1.1.10) an L-diffusion measure with a given initial distribution
must be unique �

When the generator L is understood, we use Pµ0 to denote the L-
diffusion measure with initial distribution µ0. If µ0 is concentrated at a
point x, we simply denote it by Px. Now consider the filtered probability
space (W (M),B∗,Pµ0), where B∗ = B(W (M))∗ is the standard filtration
on W (M). Let

{
P ω̃, ω̃ ∈W (M)

}
be the regular conditional probabilities

of Pµ0 with respect to B0. This means that P ω̃ is a probability measure on
(W (M),B∗) for each ω̃ ∈W (M) such that

(i) ω̃ 7→ P ω̃(C) is B0-measurable for each C ∈ B∞;

(ii) Pµ0(C ∩B) =
∫
B

P ω̃(C)Pµ0(dω̃) for B ∈ B0 and C ∈ B∞;

(iii) P ω̃ {ω ∈ Ω : ω(0) = ω̃(0)} = 1.

See Stroock and Varadhan [68], 12-17, for a detailed discussion on regu-
lar conditional probabilities. Since Mf (defined in (1.3.1)) is a local B∗-
martingale under Pµ0 , Property (ii) implies by a simple argument that it is
also a local B∗-martingale under P ω̃ for Pµ0-almost all ω̃. Thus P ω̃ is an
L-diffusion measure. Property (iii) says that the initial distribution of P ω̃ is
concentrated on ω̃(0). It follows from the uniqueness of L-diffusion measures
that P ω̃ = Pω̃(0), the unique L-diffusion measure starting from ω̃(0). Using
Property (ii) again, we now have

(1.3.10) Pµ0(C) =
∫
M

Px(C)µ0(dx).

An important consequence of the uniqueness of L-diffusion measures is
the strong Markov property for such measures. In the following we will use
Xτ+∗ = {Xτ+t, t ≥ 0} to denote the process X shifted in time by τ .

Theorem 1.3.7. Suppose that X is an L-diffusion process on a probability
space (Ω,F∗,P) and τ an F∗-stopping time. Then for any C ∈ B∞,

(1.3.11) P {Xτ+∗ ∈ C|Fτ} = PXτ (C),
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P-almost surely on {τ < e(X)}. In particular, the shifted process Xτ+∗ is
an L-diffusion with respect to the shifted filtration Fτ+∗.

Proof. It is enough to show that for any A ∈ Fτ contained in {τ < e(X)},

(1.3.12) P {A ∩ [Xτ+∗ ∈ C]} = E {PXτ (C);A} .

Consider the following measure on the path space W (M):

Q(C) = P {A ∩ [Xτ+∗ ∈ C]} , C ∈ B∞.

In general Q is not a probability measure, but we can normalize it by dividing
by P(A). Because X is an L-diffusion, Mf (X) is a local F∗-martingale under
P; hence

Mf (Xτ+∗)t = Mf (X)t+τ −Mf (X)τ

is a local Fτ+∗-martingale under P. Without loss of generality (see Remark
1.2.2) we assume that f has compact support onM so that the above process
is in fact an integrable martingale. This means that for t ≥ s,

E
{
Mf (Xτ+∗)t

∣∣Fτ+s} = Mf (Xτ+∗)s.

Let D ∈ Bs. Then

X−1
τ+∗(D) = {ω ∈ Ω : Xτ+∗(ω) ∈ D} ∈ Fτ+s,

and we have

E
{
Mf (Xτ+∗)t;A ∩ X−1

τ+∗D
}

= E
{
Mf (Xτ+∗)s;A ∩ X−1

τ+∗D
}
.

By the definition of Q, the above relation is equivalent to

EQ
{
Mf
t ;D

}
= EQ

{
Mf
s ;D

}
.

This being true for all D ∈ Bs, we have

EQ
{
Mf

∣∣ Bs} = Mf
s ,

which shows that Mf is a martingale under Q for every f ∈ C∞(M) with
compact support. By definition, Q is an L-diffusion measure. Its initial
distrubtion is given by

Q {ω0 ∈ G} = P {A ∩ [Xτ ∈ G]} , G ∈ B(M).

By the uniqueness of L-diffusion measures and (1.3.10), we must have

Q(C) =
∫
W (M)

Px(C) P {Xτ ∈ dx;A} .

This is equivalent to the identity (1.3.12) we wanted to prove. �
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We can also state the strong Markov property exclusively in terms of
the family of L-diffusion measures {Px, x ∈M}. Let θt : W (M) → W (M)
be the shift operator:

(θtω)s = ωt+s, ω ∈W (M).

Corollary 1.3.8. Suppose that τ is a B∗-stopping time. Then for any C ∈
B∞,

Px
{
θ−1
τ C|Bτ

}
= PXτ (C)

Px-almost surely on {τ < e}

Proof. Exercise. �



Chapter 2

Basic Stochastic
Differential Geometry

In this chapter we introduce horizontal lift and stochastic development
of a manifold-valued semimartingales, two concepts central to the Eells-
Elworthy-Malliavin construction of Brownian motion on a Riemannian man-
ifold. In differential geometry, for a manifold is equipped with a connection,
it is possible to lift a smooth curve on M to a horizontal curve on the frame
bundle F(M) by solving an ordinary differential equation, and this horizontal
curve corresponds uniquely to a smooth curve (its anti-development) in the
euclidean space of the same dimension. Up to an action by the general linear
group there is a one-to-one correspondence between the set of smooth curves
on the manifold starting from a fixed point and their anti-developments in
the euclidean space. We show that an analagous construction can be car-
ried out for semimartingales on a manifold equipped with a connection.
This construction is realized by solving an appropriate horizontal stochastic
differential equation on the frame bundle.

It is possible to approach stochastic horizontal lift and stochastic devel-
opment by smooth approximation, but we choose the approach by stochastic
differential equations because it is technically simpler and is more consis-
tent with the overall theme of the book. It also allows us to give a relatively
smooth treatment of stochastic line integrals, which appear on various occa-
sions during the discussion of manifold-valued martingales in the later part
of the chapter.

For a manifold equipped with a connection, a special class of semimartin-
gales, namely, that of manifold-valued martingales can be defined. The most
important example of manifold-valued martingales is Brownian motion on

35
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a Riemannian manifold, which will be the topic of the next chapter. In
this chapter we restrict ourselves to some general properties of manifold-
valued martingales and two local results on convergence and nonconfluence.
A more detailed exposition of manifold-valued martingales can be found in
Stochastic Calculus in Manifolds by Emery [24].

We devote the first two sections of the chapter to a review of neces-
sary background materials in differential geometry, mainly some basic facts
about frame bundle, connection, and tensor fields. Other less frequently
used geometric concepts are introduced and reviewed as they are needed.
Basic differential geometry is only discussed to the extent needed for the un-
derstanding of this chapter. The discussion is therefore rather brief; it also
serves as an opportunity for setting up the notations to be used through-
out the book. More systematic treatment of the topics covered here can be
found in Geometry of Manifolds by Bishop and Crittenden [4], and Founda-
tions of Differential Geometry, Volume 1, by Kobayashi and Nomizu [53].
Sections 3 and 4 introduce the concepts of horizontal lift, development,
anti-development in the context of semimartingales, and stochastic line in-
tegrals. Section 5 contains a general discussion of manifold-valued mar-
tingales and a proof of the local convergence theorem. In the last Section
6 we study martingales on submanifolds and prove the local nonconfluence
property of manifold-valued martingales.

2.1. Frame bundle and connection

Let M be a differentiable manifold of dimension d. The tangent space at
x is denoted by TxM and the tangent bundle by TM . The space Γ (TM)
of smooth sections of the tangent bundle is just the set of vector fields on
M . A connection on M is a convention of differentiating a vector field along
another vector field. It is therefore given by a map

∇ : Γ (TM)× Γ (TM)→ Γ (TM)

with the following properties: for X,Y, Z ∈ Γ (TM) and f, g ∈ C∞(M):

1) ∇fX+gY Z = f∇XZ + g∇Y Z,

2) ∇X(Y + Z) = ∇XW +∇XZ,

3) ∇X(fY ) = f∇XY +X(f)Y .

∇XY is called covariant differentiation of Y along X. In local coordi-
nates a connection is expressed in terms of its Christoffel symbols. Let
x =

{
x1, . . . , xd

}
be a local chart on an open subset O of M . Then the

vector fields Xi =
∂

∂xi
, i = 1, . . . , d, span the tangent space TxM at each

point x ∈ O, and the Christoffel symbols Γ kij are functions on O defined
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uniquely by the relation
∇XiXj = Γ kijXk.

To calculate ∇XY at a point x0, it is enough to know the value of Y along
a curve {xt} from x0 whose tangent at t = 0 is ẋ0 = Xx0 .

Suppose that M is a manifold equipped with a connection. A vector
field V along a curve {xt} on M is said to be parallel along the curve if
∇ẋV = 0 at every point of the curve. In this case the vector Vxt at xt is the
parallel transport of Vx0 along the curve. In local coordinates, if xt =

{
xit
}

and Vxt = vi(t)Xi, then V is parallel if and only if its components vi(t)
satisfy the system of first order ordinary differential equations

(2.1.1) v̇k(t) + Γ kjl(xt)ẋ
j
tv
l(t) = 0.

Hence locally a parallel vector field V along a curve {xt} is uniquely deter-
mined by its initial value Vx0 .

A curve {xt} on M is called a geodesic if ∇ẋẋ = 0 along {xt}, i.e., if
the tangent vector field itself is parallel along the curve. From (2.1.1) and
the fact that ẋt = ẋitXi we obtain the ordinary differential equation for
geodesics:

(2.1.2) ẍkt + Γ kjl(xt)ẋ
j
t ẋ
l
t = 0.

Thus a geodesic is uniquely determined by its initial position x0 and initial
direction ẋ0.

Let us now see how the connection∇manifests itself on the frame bundle
F(M) of M . A frame at x is an R-linear isomorphism u : Rd → TxM . Let
e1, . . . , ed be the coordinate unit vectors of Rd. The the tangent vectors
ue1, . . . , ued make up a basis (or equivalently, a frame) for the tangent space
Tx. We use F(M)x to denote the space of all frames at x. The general
linear group GL(d,R) acts on F(M)x by u 7→ ug, where ug denotes the
composition

(2.1.3) Rd g−→ Rd u−→ TxM.

The frame bundle
F(M) =

⋃
x∈M

F(M)x

can be made into a differentiable manifold of dimension d + d2, and the
canonical projection π : F(M)→M is a smooth map. The group GL(d,R)
acts on F(M) fibre-wise; each fibre F(M)x is diffeomorphic to GL(d,R),
and M = F(M)/GL(d,R). In differential geometry terminology, these facts
make (F(M),M,GL(d,R)) into a principal bundle with structure group
GL(d,R). With the standard action of GL(d,R) on Rd, the tangent bundle
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is simply the associated bundle

TM = F(M)×GL(d,R) Rd, (u, e) 7→ ue.

The tangent space TuF(M) of the frame bundle is a vector space of
dimension d + d2. A tangent vector X ∈ TuF(M) is called vertical if it is
tangent to the fibre F(M)πu. The space of vertical vectors at u is denoted
by VuF(M); it is a subspace of TuF(M) of dimension d2.

Now assume that M is equipped with a connection ∇. A curve {ut} in
F(M) is just a smooth choice of frames at each point of the curve {πut}
on M . The curve {ut} is called horizontal if for each e ∈ Rd the vector
field {ute} is parallel along {πut}. A tangent vector X ∈ TuF(M) is called
horizontal if it is the tangent vector of a horizontal curve from u. The
space of horizontal vectors at u is denoted by HuF(M); it is a subspace of
dimension d, and we have the decomposition

TuF(M) = VuF(M)⊕HuF(M).

It follows that the canonical projection π : F(M) → M induces an isomor-
phism π∗ : HuF(M) → TπuM , and for each X ∈ TxM and a frame u at x,
there is a unique horizontal vector X∗, the horizontal lift of X to u, such
that π∗X∗ = X. Thus if X is a vector field on M , then X∗ is a horizontal
vector field on F(M).

The above discussion shows that a connection ∇ on M gives rise to a
choice of linear complement of the vertical subspace VuF(M) in TuF(M)
at each point u. The converse is also true, namely a smooth assignment
u 7→ HuF(M) of a d-dimensional subspace of TuF(M) linearly complement
to VuF(M) at each point u ∈ F(M) corresponds uniquely to a connection ∇
such that HuF(M) is its horizontal vector space.

Given a curve {xt} and a frame u0 at x0, there is a unique horizontal
curve {ut} such that πut = xt. It is called the horizontal lift of xt from u0.
The linear map

τt0t1 = ut1u
−1
t0

: Txt0
M → Txt1

M

is independent of the choice of the initial frame u0 and is called the parallel
translation (or parallel transport) along {xt}.

Remark 2.1.1. Although the horizontal lift {ut} of {xt} is obtained by
solving an ordinary differential equation along the curve, the solution of the
equation does not blow up. A detailed proof can be found in Kobayashi and
Nomizu [53], 69–70. See also Lemma 2.3.7 below. �

For each e ∈ Rd, the vector field He on F(M) defined at u ∈ F(M) by
the relation

He(u) = (ue)∗ = the horizontal lift of ue ∈ TπuM to u
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is a horizontal vector field on F(M). Let e1, . . . , ed be the coordinate unit
vectors of Rd. Then Hi = Hei , i = 1, . . . , d, are the fundamental horizontal
fields of F(M); they span HuF(M) at each u ∈ F(M).

The action of GL(d,R) on F(M) preserves the the fundamental horizon-
tal fields in the sense described in the following proposition.

Proposition 2.1.2. Let e ∈ Rd and g ∈ GL(d,R). Then

g∗He(u) = Hge(gu), u ∈ F(M),

where g∗ : TuF(M) → TugF(M) is the action of g on the tangent bundle
TF(M) induced by the canonical action g : F(M)→ F(M) defined in (2.1.3).

Proof. Exercise. �

A local chart x =
{
xi
}

on a neighborhood O ⊆ M induces a local
chart on Õ = π−1(O) in F(M) as follows. Let Xi = ∂/∂xi, 1 ≤ i ≤ d, be
the moving frame defined by the local chart. For a frame u ∈ Õ we have
uei = ejiXj for some matrix e = (eij) ∈ GL(d,R). Then (x, e) = (xi, eij) ∈
Rd+d2 is a local chart for Õ. In terms of this chart, the vertical subspace
VuF(M) is spanned by Xkj = ∂/∂ekj , 1 ≤ j, k ≤ d, and the vector fields
{Xi, Xij , 1 ≤ i, j ≤ d} span the tangent space TuF(M) for every u ∈ Õ. We
will need the local expression for the fundamental horizontal vector field Hi.

Proposition 2.1.3. In terms of the local chart on F(M) described above,
at u = (x, e) = (xi, ekj ) ∈ F(M) we have

(2.1.4) Hi(u) = ejiXj − ejie
l
mΓ

k
jl(x)Xkm,

where

Xi =
∂

∂xi
, Xkm =

∂

∂ekm
.

Proof. Recall that Hi(u) = (uei)∗ is the horizontal lift of uei, where ei is
the ith coordinate unit vector of Rd. Let t 7→ ut = (xt, e(t)) be a horizontal
curve starting from u0 = u such that π∗u̇0 = uei. By definition

(2.1.5) Hi(u) = u̇0 = ẋj0Xj + ėkm(0)Xkm.

The vector field t 7→ utem = ekm(t)Xk is parallel along t 7→ xt =
{
xit
}

for
each m. By the ordinary differential equation for parallel vector fields (2.1.1)
we have

ėkm(t) + Γ kjl(xt)ẋ
j
te
l
m(t) = 0,

from which we obtain, at t = 0,

(2.1.6) ėkm(0) = −ejie
l
mΓ

k
jl(x).
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On the other hand, π∗u̇0 = uei is equivalent to ẋj0 = eji . Using this and
(2.1.6) in (2.1.5), we obtain the desired formula for Hi(u). �

Let {ut} be a horizontal lift of a differentiable curve {xt} on M . Since
ẋt ∈ TxtM , we have u−1

t ẋt ∈ Rd. The anti-development of the curve {xt}
(or of the horizontal curve {ut}) is a curve {wt} in Rd defined by

(2.1.7) wt =
∫ t

0
u−1
s ẋs ds.

Note that w depends on the choice of the initial frame u0 at x0 but in a
simple way: if {vt} is another horizontal lift of {xt} and u0 = v0g for a
g ∈ GL(d,R), then the anti-development of {vt} is {gwt}. From utẇt = ẋt
we have

Hẇt(ut) = ũtẇt = ˜̇xt = u̇t.

Hence the anti-development {wt} and the horizontal lift {ut} of a curve {xt}
on M are connected by an ordinary differential equation on F(M):

(2.1.8) u̇t = Hi(ut) ẇit.

We can also start from a curve {wt} in Rd and a frame u0 at a point x0. The
unique solution of the above equation is a horizontal curve {ut} in F(M) and
is called the development of {wt} in F(M), and its projection t 7→ xt = πut
is called the development of {wt} in M . Note again that {xt} depends on
the choice of the initial frame. The procedure of passing from {wt} to {xt}
is referred to as “rolling without slipping.”

If M is a Riemannian manifold and 〈·, ·〉 its Riemannian metric, then
we can restrict ourselves to a smaller set of frames, namely the orthonormal
frames. Let O(M) be the orthonormal frame bundle. By definition an
element in O(M) is a euclidean isometry u : Rd → TxM . The action group
is correspondingly reduced from GL(d,R) to the orthogonal group O(d), and
O(M) is a principal fibre bundle with the structure group O(d).

The parallel translation associated with a general connection ∇ may not
preserve the orthogonality of a frame. If it does, the connection is said to
be compatible with the Riemannian metric. This happens if and only if for
every triple of vector fields X,Y, Z on M ,

∇X〈Y, Z〉 = 〈∇XY, Z〉+ 〈X,∇Y Z〉.

If a Riemannian manifold is equipped with such a connection, everything we
have said so far in this section about the general linear frame bundle F(M)
carries over, mutatis mutandis, to the orthonormal frame bundle O(M). In
particular, the formula (2.1.4) for the fundamental horizontal vector fields in
Proposition 2.1.3 is still valid with the caveat that now

{
xi, eij , 1 ≤ i ≤ j

}
is a set of local coordinates for O(M). Although each individual Xij may
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not be tangent to the fibre O(M)x, we leave it an exercise for the reader to
verify that the linear combinations elmΓ

k
jlXkm are in fact tangent to O(M),

which makes (2.1.4) a vector field on O(M).

2.2. Tensor fields

For each x ∈M , let T ∗xM = (TxM)∗ be the cotangent space at x, namely the
dual space of the tangent space TxM (the space of linear functions on TxM).
The cotangent bundle T ∗M =

⋃
x∈M T ∗xM is a differentiable manifold, and

a section θ ∈ Γ (T ∗M) of the cotangent bundle is called a 1-form on M . As
such, it is a smooth assignment of a linear functional θx on each TxM at each
point x ∈ M . For a vector field X ∈ Γ (TM), the map θ(X) : x 7→ θx(Xx)
is the contraction of the vector X and the 1-form θ (or the evaluation of θx
on Xx for each x). In general, the bundle of (r, s)-tensors is

T r,sM =
⋃
x∈M

TxM
⊗r ⊗R T

∗
xM

⊗s.

An (r, s)-tensor θ on M is a section of the vector bundle T r,sM . For each
x ∈M , the value of the tensor field θx ∈ HomR(TxM⊗s, TxM

⊗r), the linear
space of R-multilinear maps from TxM to TxM⊗i with s arguments. In local
coordinates x = {xr} with Xi = ∂//∂xi, it is customary to denote the frame
on T ∗M dual to {Xi} by

{
dxi
}
, i.e., dxi (Xj) = δij , the Kronecker symbols.

In terms of this basis for T ∗M , an (r, s)-tensor locally can be written in the
form

θ = θi1···irj1···jsXi1 ⊗ · · · ⊗Xir ⊗ dxj1 ⊗ · · · ⊗ dxjs .

The covariant differentiation ∇, which is originally defined for vector
fields, is now extended to tensor fields by assuming that it is a derivation
commuting with contractions. Thus for two tensor fields θ and ψ, we have

∇X(θ ⊗ ψ) = ∇Xθ ⊗ ψ + θ ⊗∇Xψ.

In particular if θ is a 1-form and X a vector field, then ∇Xθ is uniquely
determined by the relation

(∇Xθ)(Y ) = Xθ(Y )− θ(∇XY ), ∀Y ∈ Γ (TM).

The reader can verify easily that the assignment (X,Y ) 7→ (∇Xθ) (Y ) makes
∇θ into a (0,2)-tensor field. In general if θ is an (r, s)-tensor field, then its
covariant differentiation ∇θ is an (r, s+ 1)-tensor field.

We can realize covariant differentiation in the frame bundle F(M). At
each frame u, the vectors Xi = uei, i = 1, . . . , d, form a basis at TxM . Let{
Xi
}

be the dual frame on T ∗xM . Then an (r, s)-tensor θ can be expressed
uniquely as

θ = θi1···irj1···jsXi1 ⊗ · · · ⊗Xir ⊗Xj1 ⊗ · · · ⊗Xjs .
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The scalarization of θ at u is defined by

θ̃(u) = θi1···irj1···jsei1 ⊗ · · · ⊗ eir ⊗ e
j1 ⊗ · · · ⊗ ejs ,

where again {ei} is the canonical basis for Rd and
{
ei
}

the corresponding
dual basis. Thus if θ is an (r, s)-tensor field on M , then its scalarization

θ̃ : F(M)→ R⊗r ⊗ R∗⊗s

is a vector space-valued function on F(M), a fact we will often take advan-
tage of. This function is O(d)-equivariant in the sense that θ̃(ug) = gθ̃(u),
where the g on the right side means the usual extension of the action of O(d)
from R to the tensor space R⊗r ⊗ R∗⊗s. Conversely, every O(d)-invariant
function on F(M) is the scalarization of a tensor field on M .

The following proposition shows how covariant differentiatiation on a
manifold is realized on its frame bundle.

Proposition 2.2.1. Let X ∈ Γ (TM) and θ ∈ Γ (T r,sM). Then the scalar-
ization of the covariant derivative ∇Xθ is given by

∇̃Xθ = X∗θ̃,

where X∗ is the horizontal lift of X.

Proof. We prove the typical case where θ = Y is a vector field, and leave
the general case as an exercise.

Let {xt} be a smooth curve onM such that ẋ0 = X and {ut} a horizontal
lift of {xt}. Let τt = utu

−1
0 be the parallel transport along the curve. We

claim that

(2.2.1) ∇XY =
d

dt
τ−1
t Y (xt),

where the derivative is evaluated at t = 0. To see this, let ei(t) = utei,
where ei is the ith coordinate unit vector of Rd. Then {ei(t)} is horizontal
along {xt}. Now let

Y (xt) = ai(t)ei(t),
i.e.,

{
ai(t)

}
are the coordinates of Y (xt) in the basis {ei(t)}. Taking the

covariant differentiation of both sides along X and using the fact that {ei(t)}
are parallel along the curve, we have

∇XY = ȧi(0)ei(0).

On the other hand, we have

τ−1
t Y (xt) = ai(t)ei(0).

Differentiating this equation with respect to t, we obtain
d

dt
τ−1
t Y (xt) = ȧi(0)ei(0).
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The desired relation (2.2.1) follows immediately.
Now by the definition of the horizontal lift of X we have X∗ = u̇0. Hence

from Ỹ (ut) = u−1
t Y (xt) we have

X∗Ỹ =
d

dt
Ỹ (ut) = u−1

0

d

dt
τ−1
t Y (xt) = u−1

0 ∇XY (x0) = ∇̃XY ,

which is what we wanted. �

We mentioned above that for an (r, s)-tensor field θ, the covariant differ-
entiation ∇θ is an (r, s+ 1)-tensor field. Of special importance to us is the
Hessian∇2f of a smooth function f on M . It is the covariant differentiation
of the 1-form ∇f (denoted also by df) and is therefore a (0, 2)-tensor. We
verify easily from definition that for two vector fields X and Y ,

(2.2.2) ∇2f(X,Y ) = X(Y f)− (∇XY )f,

a relation which can also serve as the definition of ∇2f . Passing to the frame
bundle F(M), we have

(2.2.3) ∇2f(uei, uej) = HiHj f̃(u), u ∈ F(M),

a relation which the reader is invited to verify. Here, as always, Hi are the
fundamental horizontal vector fields and f̃ = f ◦ π is the lift of f to F(M).
In local coordinates the Hessian can be expressed in terms of the Christoffel
symbols as

(2.2.4) ∇2f(Xi, Xj) = fij − Γ kijfk, Xi =
∂

∂xi
,

where fi = ∂f/∂xi and similarly for fij . This follows from (2.2.2) and the
definition of Christoffel symbols ∇XiXj = Γ kijXk.

There are two important tensor fields derived from a connection ∇. The
torsion of ∇ is a (1, 2)-tensor defined by

T (X,Y ) = ∇XY −∇YX − [X,Y ], X, Y ∈ Γ (TM),

where [X,Y ] is the Lie bracket of the vector fields X and Y . The connection
∇ is called torsion-free if T = 0 on M . For a torsion-free connection, the
Hessian and the Christoffel symbols are symmetric:

∇2f(X,Y ) = ∇2f(Y,X), Γ ijk = Γ ikj .

On a Riemannian manifold M , the Levi-Civita connection is the unique
torsion-free connection which is compatible with the Riemannian metric.
Starting from Chapter 3, we will use exclusively the Levi-Civita connec-
tion, so we will not see the torsion tensor at all.

The curvature of ∇ is a (1,3)-tensor defined by

R(X,Y, Z) = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, X, Y, Z ∈ Γ (TM).
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A considerable portion of this book is occupied with the interaction be-
tween Brownian motion and curvature, and this is very natural in view of
the following fundamental fact from differential geometry: a Riemannian
manifold with vanishing torsion and curvature tensors is locally isometric to
a euclidean space.

2.3. Horizontal lift and stochastic development

Stochastic differential equations on a manifold are a convenient and useful
tool for generating semimartingales on a manifold M from ones on RN . If
a manifold M is equipped with a connection, then there are invariantly de-
fined fundamental horizontal vector fieldsHi on the frame bundle F(M), and
many things we have said about smooth curves on M in the last two sections
can be generalized to semimartingales on M . In particular, if the equation
(2.1.8) interpreted properly—this usually means replacing the usual inte-
gral by the corresponding Stratonovich stochastic integral—we can develop
a semimartingale W on Rd into a horizontal semimartingale U on F(F ),
and then project it down to a semimartingale on M (“rolling without slip-
ping”). Conversely, we can lift a semimartingale X on M to a horizontal
semimartingale U on F(M) and then to a semimartingale W on Rd. Once a
horizontal lift U0 of the initial value X0 is fixed (i.e., πU0 = X0), the corre-
spondence W ←→ X is one-to-one. Because euclidean semimartingales are
easier to handle than manifold-valued semimartingales, we can use this geo-
metrically defined correspondence to our advantage. Later we will see that
a connection also gives rise to the notion of manifold-valued martingales.
As expected, for semimartingales stochastic development and horizontal lift
are obtained by solving stochastic differential equations driven by either Rd-
valued or M -valued semimartingales. But unlike the case of smooth curves,
these equations are not local at a fixed time.

Consider the following SDE on the frame bundle F(M):

(2.3.1) dUt = H(Ut) ◦ dWt,

where W is an Rd-valued semimartingale. Whenever necessary, we will use
the more precise notation

dUt =
d∑
i=1

Hi(Ut) ◦ dW i
t .

In writing the above equation, we have implicitly assumed that M has been
equipped with a connection, and {Hi} are the corresponding fundamental
horizontal vector fields on F(M). We now give a few definitions. All pro-
cesses are defined on a fixed filtered probability space (Ω,F∗,P) and are
F∗-adapted.
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Definition 2.3.1. (i) An F(M)-valued semimartingale U is said to be hor-
izontal if there exists an Rd-valued semimartingale W such that (2.3.1)
holds. The unique W is called the anti-development of U (or of its pro-
jection X = πU).

(ii) Let W be an Rd-valued semimartingale and U0 an F(M)-valued, F0-
measurable random variable. The solution U of the SDE (2.3.1) is called
a (stochastic) development W in F(M). Its projection X = πU is called a
(stochastic) development of W in M .

(iii) Let X be an M -valued semimartingale. An F(M)-valued horizontal
semimartingale U such that its projection πU = X is called a (stochastic)
horizontal lift of X.

In the correspondences W ←→ U ←→ X the only transitions which
need explanation are X 7→ U and U 7→ W . We will prove the existence
of a horizontal lift by deriving a stochastic differential equation for it on
the frame bundle F(M) driven by X. For this purpose we assume that
M is a closed submanifold of RN and regard X = {Xα} as an RN -valued
semimartingale. For each x ∈ M , let P (x) : RN → TxM be the orthogonal
projection from RN onto the subspace TxM ⊆ RN . Then intuitively we
have, on RN ,

Xt = X0 +
∫ t

0
P (Xs) ◦ dXs.

This identity will be proved in Lemma 2.3.3 below. Rewriting this more
explicitly, we have

dXt = Pα(Xt) ◦ dXα
t .

Once we are convinced that this holds, the obvious candidate for the hori-
zontal lift U of X is the solution of the following equation on F(M):

(2.3.2) dUt =
N∑
α=1

P ∗
α(Ut) ◦ dXα

t ,

where P ∗α(u) is the horizontal lift of Pα(πu) We now prove that the solution
of (2.3.2) is indeed a horizontal lift of X. We start with two simple geometric
facts. First, let f = {fα} : M → RN be the coordinate function. Its lift
f̃ : F(M)→ RN defined by

f̃(u) = f(πu) = πu ∈M ⊆ RN

is nothing but the projection π : F(M) → M written as an RN -valued
function on F(M). The change of notation from π to f̃ emphasizes that it
is regarded as a vector-valued function rather than a map. Again let ei be
the ith coordinate unit vector in Rd.
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Lemma 2.3.2. Let f̃ : F(M) → M ⊆ RN be the projection function. The
following two identities hold on F(M):

(2.3.3) P ∗
α f̃(u) = Pα(πu),

(2.3.4)
N∑
α=1

Pα(πu)Hif̃
α(u) = uei.

Proof. If {ut} is the horizontal lift from u0 = u of a curve {xt} with ẋ0 =
Pα(πu), then P ∗

α(u) = u̇0. Hence

P ∗
αf(u) =

d
{
f̃(ut)

}
dt

=
d (πut)
dt

= ẋ0 = Pα(πu).

This proves the first identity. The proof of the second inequality is similar.
If {vt} is the horizontal lift from v0 = u of a curve {yt} on M with ẏ0 = uei,
then

(2.3.5) Hif̃(u) =
d
{
f̃(vt)

}
dt

=
d (πvt)
dt

= ẏ0 = uei.

This shows that Hif̃(u) ∈ TπuM . Hence P (πu)Hif̃(u) = Hif̃(u) and we
have

N∑
α=1

Pα(πu)Hif̃
α(u) = P (πu)Hif̃(u) = Hif̃(u) = uei,

which proves the second identity. �

Next we prove a useful fact about semimartingales on an embedded
submanifold. It implies in particular that every submartingale on a manifold
is a solution of a Stratonovich type stochastic differential equation on the
manifold.

Lemma 2.3.3. Suppose that M is a closed submanifold of RN . For each
x ∈ M , let P (x) : RN → TxM be the orthogonal projection from RN to the
tangent space TxM . If X is an M -valued semimartingale, then

(2.3.6) Xt = X0 +
∫ t

0
P (Xs) ◦ dXs.

Proof. Let {ξα} be the canonical basis for RN . Define

Pα(x) = P (x) ξα, Qα(x) = ξα − P (x) ξα.

Then Pα(x) is tangent to M , Qα(x) is normal to M , and Pα+Qα = ξα. Let

(2.3.7) Yt = X0 +
∫ t

0
Pα(Xs) ◦ dXα

t .
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We first verify that Y lives on M . Let f be a smooth nonnegative function
on RN which vanishes only on M . By Itô’s formula,

f(Yt) = f(X0) +
∫ t

0
Pαf(Xt) ◦ dXα

t .

But if x ∈M , then Pα(x) ∈ TxM and Pαf(x) = 0. Hence Pαf(Xt) = 0 and
f(Yt) = 0, which shows that Yt ∈M .

For each x ∈ RN let h(x) be the point on M closest to x. Since M is a
closed submanifold, h : RN → M ⊆ RN is a well defined smooth function
in a neighborhood of M and is constant on each line segment perpendicular
to M . This means that Qαh(x) = 0 for x ∈ M , since Qα is normal to the
manifold. As a consequence, regarding ξα as a vector field on RN , we have

(2.3.8) Pαh(x) = Pαh(x) +Qαh(x) = ξαh(x), x ∈M.

Now we have

Yt = h(Yt) Yt ∈M

= X0 +
∫ t

0
Pαh(Xs) ◦ dXα

t (2.3.7) and Itô’s formula

= X0 +
∫ t

0
ξαh(Xs) ◦ dXα

s (2.3.8)

= h(Xt) Itô’s formula on RN

= Xt Xt ∈M.

This completes the proof. �

Theorem 2.3.4. A horizontal semimartingale U on the frame bundle F(M)
has a unique anti-development W . In fact,

(2.3.9) Wt =
∫ t

0
U−1
s Pα(Xs) ◦ dXα

s ,

where Xt = π Ut.

Proof. W should be the Rd-valued semimartingale defined by

dUt = Hi(Ut) ◦ dW i
t .

Let f̃ be the projection function defined just before Lemma 2.3.2. From
f̃(Ut) = π Ut = Xt we have

dXt = Hif̃(Ut) ◦ dW i
t ,

or equivalently,
dXα

t = Hif̃
α(Ut) ◦ dW i

t .

Now multiplying both sides by U−1Pα(Xt) ∈ Rd and using (2.3.4), we have

U−1
t Pα(Xt) ◦ dXα

t = U−1
t Pα(Xt)Hif̃

α(Ut) ◦ dW i
t = ei dW

i
t ,
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which is equivalent to (2.3.9). �

Now we can prove the main theorem.

Theorem 2.3.5. Suppose that X = {Xt, 0 ≤ t < τ} is a semimartingale on
M up to a stopping time τ , and U0 an F(M)-valued F0-random variable
such that πU0 = X0. Then there is a unique horizontal lift {Ut, 0 ≤ t < τ}
of X starting from U0.

Proof. Let U be the unique solution of (2.3.2). By Lemma 2.3.7 below it is
well defined up to the stopping time τ . We verify that it is a horizontal lift
of X. Since it is obviously horizontal, all we need to show is πU = X. As
before, let f : F(M)→M ⊆ RN be the projection function π : F(M)→M ,
regarded as an RN -valued function. Let Yt = f(Ut) = πUt. We need to
show that X = Y . From (2.3.2) for U , we have by (2.3.3)

dYt = P ∗
αf(Ut) ◦ dXα

t = Pα(Yt) ◦ dXα.

This is an equation for the semimartingale Y on M driven by the RN -valued
semimartingale X with the initial condition Y0 = πU0 = X0. On the other
hand, by Lemma 2.3.3 X is a solution of the same equation. Hence by
uniqueness we must have X = Y .

We now show that a horizontal lift with a given initial starting frame
is unique by verifying that any other horizontal lift Π of X will satisfy the
same equation (2.3.2) as U . Since Π is horizontal, there is an Rd-valued
semimartingale W such that

(2.3.10) dΠt = Hi(Πt) ◦ dW i
t

By (2.3.9) in Theorem 2.3.4 we have

dWt = Π−1
t Pα(Xt) ◦ dXα

t .

Substituting this into (2.3.10) and using the fact that the horizontal lift
P ∗
α(Πt) of Pα(Xt) is given by

P ∗
α(Πt) =

d∑
i=1

{
Π−1Pα(Xt)

}i
Hi(Πt),

we find that
dΠt = P ∗

α(Πt) ◦ dXα
t ,

i.e., Π satisfies the same equation as U . �

Example 2.3.6. Let M = R1 equipped with a general connection given
by ∇ee = Γe, where e is the usual unit vector field on R1: e(f) = f ′, and
Γ ∈ C∞(R1). Define

G(x) =
∫ x

0
Γ (y)dy, φ(x) =

∫ x

0
e−G(y)dy.

Administrator
铅笔
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Let X be a semimartingale.
(i) With the canonical embedding GL(R1) = R1 × R1, the horizontal lift of
X is given by

Ut =
(
Xt, e

−G(Xt)
)
.

(ii) The anti-development of X is W = φ(X).
(iii) We call X a ∇-martingale if its anti-development W is a local martin-
gale. Then X is a ∇-martingale if and only if there is a local martingale M
(in the usual sense) such that

Xt = X0 +Mt −
1
2

∫ t

0
Γ (Xs) d〈M,M〉s.

In this case,

Wt =
∫ t

0
eG(Xs) dMs. �

We now show that the horizontal lift of a semimartingale can be defined
on the maximal time interval on which the semimartingale is defined, namely,
there is no explosion in the vertical direction.

Lemma 2.3.7. Let X be a semimartingale on M defined up to a stopping
time τ . Then a horizontal lift U of X is also defined up to τ .

Proof. We need to use some special features of the equation (2.3.2) for the
horizontal lift U , because normally a solution is defined only up to its own
explosion time, which may be strictly smaller than the stopping time up
to which the driving semimartingale is defined. By a typical stopping time
argument, we can assume without loss of generality that τ = ∞, i.e., the
semimartingale X is defined on all of [0,∞). We can also assume that there
is a relatively compact neighborhood O covered by a local chart x =

{
xi
}

such that Xt ∈ O for all t ≥ 0, and u =
{
xi, eij

}
be the corresponding local

chart on F(M) defined just after Proposition 2.1.2. As before we use the
notations

Xi =
∂

∂xi
, Xij =

∂

∂eij
.

These are vector fields on F(M). Define the function

h(u) =
∑

1≤i,j≤d
|eij |2.

It is enough to show that h(Ut) does not explode. For this purpose we first
need to write the horizontal lift P ∗

α of Pα in the local coordinates. Since
uei = ejiXj by definition, we have Xq = f iq uei, where

{
f ji

}
is the inverse
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matrix of
{
eji

}
. The horizontal lift Hi of uei is given by Lemma 2.1.3; hence

the horizontal lift of Xq is

X∗
q = Xq − elmΓ kqlXkm.

If Pα(x) = pqα(x)Xq, then the horizontal lift of Pα(x) is

P ∗
α(u) = pqαXq − pqαelmΓ kqj(x)Xkm.

This is the local expression for P̃α we are looking for. The point is that
the coefficients Γ kij and piα are uniformly bounded on the relatively compact
neighborhood O. It is therefore clear from the definition of the function h
that there is a constant C such that

(2.3.11) |P ∗
αh| ≤ Ch, |P ∗

αP
∗
βh| ≤ Ch.

Now from dUt = P ∗
α(Ut) ◦ dXα and Itô’s formula,

h(Ut) = h(U0) +
∫ t

0
P ∗
αh(Us) dX

α +
1
2

∫ t

0
P ∗
αP

∗
βh(Us) d〈Xα, Xβ〉s.

According to (2.3.11), the integrands grows at most linearly in h(Ut). We
can now follow the proof of Proposition 1.1.11 and conclude that h(Ut)
does not explode. �

Let X be a semimartingale on M . Two horizontal lifts U and V of the
semimartingale X are related in a simple way: Ut = VtV

−1
0 U0. From this

fact we see that

τXt1t2 = Ut2U
−1
t1

: TXt1
M → TXt2

M, 0 ≤ t1 < t2 < e(X)

is independent of the choice of the initial frame in the definition of U . It is
called the (stochastic) parallel transport from Xt1 to Xt2 along X.

We have shown in Lemma 2.3.3 that a semimartingale X on a manifold
M is always a solution of a stochastic differential equation on M . The
following result is often convenient in applications.

Proposition 2.3.8. Let a semimartingale X on a manifold M be the so-
lution of SDE(V1, . . . , VN ;Z,X0) and let V ∗

α be the horizontal lift of Vα to
the frame bundle F(M). Then the horizontal lift U of X is the solution of
SDE(V ∗

1 , . . . , V
∗
N ;Z,U0), and the anti-development of X is given by

Wt =
∫ t

0
U−1
s Vα(Xs) ◦ dZαs .

Proof. We assume that M is a submanifold of RN and use the notations
introduced before. The proof of the first assertion is similar to the first part
of the proof of Theorem 2.3.5. If f : F(M) → M ⊆ RN is the projection
function as before, then it is easy to verify that V ∗

α f(u) = Vα(x). Let
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U be the solution of the horizontal equation SDE(V ∗
1 , . . . , V

∗
N ;Z,U0) and

Yt = f(Ut) = πUt. Differentiating, we have

dYt = V ∗
α f(Ut) ◦ dZαt = Vα(Yt) ◦ dZαt .

This is the equation for X. Hence Y = X, i.e., U is the horizontal lift of X.
For the second assertion, we have from Theorem 2.3.4

dWt = U−1
t Pβ(Xt) ◦ dXβ

t .

In our case dXt = Vα(Xt) ◦ dZαt , or in components

dXβ
t = V β

α (Xt) ◦ dZαt ,

where
{
V β
α

}
are the component of the vector Vα in RN . Since Vα is tangent

to M , it is easy to verify that

Vα =
N∑
β=1

V β
α Pβ.

It follows that

dWt = U−1
t

 N∑
β=1

V β
α (Xt)Pβ(Xt)

 ◦ dZαt = U−1
t Vα(Xt) ◦ dZαt ,

as desired. �

2.4. Stochastic line integrals

Let θ be a 1-form on a manifold M and {xt} a smooth curve on M . Then
the line integral of θ along {xt} is defined as

(2.4.1)
∫
x[0,t]

θ =
∫ t

0
θ(ẋs) ds.

Let us find an expression for the line integral which can be directly extended
to semimartingales. Fix a frame u0 at x0 and let the curve {ut} be the
horizontal lift of {xt} from u0. By definition the anti-development of {xt}
is a Rd-valued curve {wt} defined by ẇt = u−1

t ẋt. Hence

θ(ẋt) = θ(utẇt) = θ(uei) ẇit

and ∫
x[0,t]

θ =
∫ t

0
θ(ẋs)ds =

∫ t

0
θ(usei) ẇisds.

Clearly the right side is independent of the choice of the connection and the
initial frame u0. We now make the following definition.



52 2. Basic Stochastic Differential Geometry

Definition 2.4.1. Let θ be a 1-form on M and X an M -valued semimartin-
gale. Let U be a horizontal lift of X and W its anti-development (with re-
spect to any connection). Then the (stochastic) line integral of η along X is
defined by ∫

X[0,t]
θ =

∫ t

0
θ(Usei) ◦ dW i

s .

Let θ̃ : F(M) → Rd be the scalarization of θ, namely θ̃(u) = {θ(uei)}.
Then we can also write ∫

X[0,t]
θ =

∫ t

0
θ̃(Us) ◦ dW †

s .

We have defined the line integral along X in terms of its horizontal
lift and anti-development as a matter of convenience. The following result
gives a more direct expression, and it shows again that the definition is
independent of the connection chosen for the manifold. Note that we have
shown that every semimartingale on M is a solution of an Itô type stochastic
differential equation on M (Lemma 2.3.3).

Proposition 2.4.2. Let θ be a 1-form on M and X the solution of the
equation dXt = Vα(Xt) ◦ dZαt . Then∫

X[0,t]
θ =

∫ t

0
θ(Vα)(Xs) ◦ dZαs .

Proof. From Lemma 2.3.8 we have dWt = U−1
t Vα(Xt) ◦ dZαt . Hence the

differential of the line integral is

θ̃(Ut) ◦ dW †
t =

〈
θ̃(Ut), U−1

t Vα(Xt)
〉
◦ dZαt = θ(Vα)(Xt) ◦ dZαt .

�

In view of the above result, it is reasonable to write the differential of
the stochastic line integral symbolically as θ ◦ dXt.

Example 2.4.3. If θ is an exact 1-form, i.e., θ = df for a smooth function
f , then ∫

X[0,t]
df = f(Xt)− f(X0). �

Example 2.4.4. Let x =
{
xi
}

be a local chart on M and θ(x) = θi(x) dxi.
Let X =

{
Xi
}

be a semimartingale on M . We have

dXt = Vi(Xt) ◦ dX i
t , where Vi =

∂

∂xi
.
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Then θ(Vi) = θi, and we have from Proposition 2.4.2∫
X[0,t]

θ =
∫ t

0
θi(Xs) ◦ dX i

s.

This is the local expression for the line integral. �

The anti-development W of a horizontal semimartingale U on F(M) is
the line integral of the so-called solder form θ along U . This is an Rd-valued
1-form θ on F(M) defined by

θ(Z)(u) = u−1(π∗Z)

for a vector field Z on F(M). In particular, θ(Hi) = ei.

Proposition 2.4.5. Let U be a horizontal semimartingale on F(M). Then
its the corresponding anti-development is given by

Wt =
∫
U [0,t]

θ,

where θ is the solder form on F(M).

Proof. Exercise. �

We now define the quadratic variation of a semimartingale with respect
to a (0, 2)-tensor. By definition a (0, 2)-tensor h ∈ Γ (T ∗M ⊗ T ∗M) is a
section of the vector bundle T ∗M ⊗ T ∗M , namely, a smooth assignment of
a tensor hx ∈ T ∗xM ⊗ T ∗xM = Hom(TxM ⊗ TxM,R) (the space of linear
functionals on the tensor product TxM ⊗ TxM) at each point x ∈ M . Its
scalarization h̃ is an Rd∗⊗R Rd∗-valued function on the frame bundle F(M)
and we have

h̃(u)(e, f) = h(ue, uf), e, f ∈ Rd and u ∈ F(M).

Note that we write h(a⊗ b) as h(a, b) for a (0,2)-tensor on a vector space V
and a, b ∈ V . We now make the following definition (cf. Definition 2.4.1).

Definition 2.4.6. Let h be a (0,2)-tensor on M and X an M -valued semi-
martingale. Let U be a horizontal lift of X and W its anti-development.
Then the h-quadratic variation of X is∫ t

0
h(dXs, dXs) =

∫ t

0
h̃(dWt, dWt),

or more precisely,

(2.4.2)
∫ t

0
h(dXs, dXs) =

∫ t

0
h(Usei, Usej) d〈W i,W j〉s.
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A (0,2)-tensor h is called symmetric if h(A,B) = h(B,A), and antisym-
metric if h(A,B) = −h(B,A), where A,B are vector fields on M . For an
arbitrary (0,2)-tensor h, its symmetric part is defined by

hsym(A,B) =
h(A,B) + h(B,A)

2
.

Proposition 2.4.7. Let hsym be the symmetric part of h. Then∫ t

0
h(dXs, dXs) =

∫ t

0
hsym(dXs, dXs).

In particular, if h is antisymmetric, then∫ t

0
h(dXs, dXs) = 0.

Proof. Exercise. �

We have the following analogue of Proposition 2.4.2.

Proposition 2.4.8. Let h be a (0,2)-tensor on M and X the solution of
SDE(V1, . . . , VN , Z;X0). Then∫ t

0
h(dXs, dXs) =

∫ t

0
h(Vα, Vβ)(Xs) d〈Zα, Zβ〉s.

Proof. Exercise. �

Example 2.4.9. Let x =
{
xi
}

be a global coordinate system on M . A
(0,2)-tensor can be written as

h(x) = hij(x) dxi ⊗ dxj , hij = h

(
∂

∂xi
,
∂

∂xj

)
.

If X =
{
Xi
}

is a semimartingale on M , then∫ t

0
h(dXs, dXs) =

∫ t

0
hij(Xs) d〈Xi, Xj〉s.

Example 2.4.10. For f ∈ C∞(M), the Hessian ∇2f is a (0, 2)-tensor.
Using (2.2.3), we have by Definition 2.4.6∫ t

0
∇2f(dXs, dXs) =

∫ t

0
HiHj f̃(Us) d〈W i,W j〉s. �

Example 2.4.11. If f, g ∈ C∞(M), then∫ t

0
(d f ⊗ d g)(dXs, dXs) = 〈f(X), g(X)〉t. �

A symmetric (0,2)-tensor θ is said to be positive definite if θ(X,X) ≥ 0
for every vector X.
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Proposition 2.4.12. If θ is a positive definite (0,2)-tensor, then the θ-
quadratic variation of a semimartingale X is nondecreasing.

Proof. We have∫ t

0
h(dXs, dXs) =

∫ t

0
h(Usei, Usej) d〈W i,W j〉s.

By the assumption the matrix {h(Usei, Usej)} is symmetric and positive
definite. Let

{
mk
i (s)

}
be its positive definite matrix square root and

Jkt =
∫ t

0
mk
i (s) dW

i
s .

Then we have∫ t

0
h(dXs, dXs) =

∫ t

0
mk
i (s)m

k
j (s) d〈W i,W j〉s = 〈J, J†〉t.

The result follows immediately. �

Remark 2.4.13. The above result can be strengthened as follows. Let

D = {x ∈M : h is positive definite at x} .

Then t 7→
∫ t

0
h(dXs, dXs) is nondecreasing whenever Xt ∈ D. We leave the

proof to the reader. �

2.5. Martingales on manifolds

The concept of (local) martingales on a euclidean space can be extended
to a differentiable manifold equipped with a connection. The definition is
straightforward.

Definition 2.5.1. Suppose that M is a differentiable manifold equipped with
a connection ∇. An M -valued semimartingale X is called a ∇-martingale
if its anti-development W with respect to the connection ∇ is an Rd-valued
local martingale.

A∇-martingale is also called a Γ -martingale in the literature, with the Γ
presumably referring to the Christoffel symbols of the connection ∇. Here is
a minor point of confusion: for M = Rd with the usual euclidean connection,
an M -valued martingale is a local martingale on Rd.

We give an alternative definition without referring to anti-development.
Recall that ∇2f is the Hessian of f ∈ C∞(M).
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Proposition 2.5.2. An M -valued semimartingale X is a ∇-martingale
if and only if

Nf (X)t
def= f(Xt)− f(X0)−

1
2

∫ t

0
∇2f(dXs, dXs)

is a R-valued local martingale for every f ∈ C∞(M).

Proof. The horizontal lift U of X satisfies dUt = Hi(Ut) ◦ dW i
t , where W

is a semimartingale. Let f̃ = f ◦ π be the lift of f to F(M). Applying Itô’s
formula to f̃(U), we have

f(Xt)− f(X0)

=
∫ t

0
Hif̃(Us) dW i

s +
1
2

∫ t

0
HiHj f̃(Us) d〈W i,W j〉

=
∫ t

0
Hif̃(Us) dW i

s +
1
2

∫ t

0
∇2f(dXs, dXs).

Here in the last step we have used Example 2.4.10. Therefore for any
f ∈ C∞(M),

(2.5.1) Nf (X)t =
∫ t

0
Hif̃(Us) dW i

s .

Now, if X is a ∇-martingale, then W is a local martingale, and so is
Nf (X). For the converse, we assume that M is embedded in some euclidean
space RN . Let f : M → RN be the coordinate function f(x) = x and f̃ its lift
to F(M). In Lemma 2.3.2) (see (2.3.5)), we have shown that Hif̃(u) = uei;
hence by (2.5.1) we have, as processes in RN ,

Nf (X)t =
∫ t

0
Usei dW

i
s =

∫ t

0
Us dWs.

Note that Us ∈ M(d,N) is an isomorphism from Rd onto TXsM . To solve
for W from the above equation we define Vs ∈ M(N, d) by

Vsξ =

{
U−1
s ξ, if ξ ∈ TXsM ;

0, if ξ ⊥ TXsM .

Then VsUse = e for e ∈ Rd, and we obtain∫ t

0
Vs dN

f (X)s =
∫ t

0
VsUs dWs = Wt.

If Nf (X) is a local martingale, then W is also a local martingale. This
completes the proof. �



2.5. Martingales on manifolds 57

Remark 2.5.3. The last part of the above proof makes it clear that when
M is a submanifold of RN , X is a martingale on M if and only if Nfα

, α =
1, . . . , N , are local martingales, i.e., we can reduce the set of test functions
in the above proposition to the coordinate functions

{
f1, . . . , fN

}
. �

We now give a local version of the above proposition. This chacterization
is sometimes taken as the definition of ∇-martingales. Proposition 2.5.2
can be proved from this local version by a stopping time argument. We will
prove this local characterization using Definition 2.5.1.

Proposition 2.5.4. Suppose that x =
{
xi
}

is a local chart on M and
X =

{
Xi
}

a semimartingale on M . Then X is a ∇-martingale if and only
if

Xi
t = Xi

0 + local martingale− 1
2

∫ t

0
Γ ijk(Xs) d〈Xj , Xk〉s.

Proof. The proof is an exericise in writing the anti-development W of X in
terms of N and vice versa, where N is the Rd-valued semimartingale defined
by

N i
t = Xi

t −Xi
0 +

1
2

∫ t

0
Γ ijk(Xs) d〈Xj , Xk〉s.

To start with, we apply the equation dUt = Hi(Ut)◦dW i
t to local coordinate

functions u 7→
{
xi(u), eij(u)

}
and use the local formulas for the horizontal

vector fields in Proposition 2.1.3. This gives the equations{
dX i

t = eij(t) ◦ dW
j
t ,

deij(t) = −Γ ikl(Xt)elj(t) ◦ dXk
t .

Here we have written eij(t) = eij(Ut) to simplify the notation. If
{
f ij

}
is the

matrix inverse of
{
eij

}
, then we have from the first equation

dW j
t = f jk(t) ◦ dX

k
t .

Now we have

dXi
t = eij(t)dW

i
t +

1
2
d〈eij ,W j〉t

= eij(t) dW
i
t −

1
2
Γ ikl(Xt)elj(t)f

j
m(t)d〈Xk, Xm〉t

= eij(t) dW
i
t −

1
2
Γ ikl(Xt) d〈Xk, X l〉.

It follows that

dN i
t = eij(t) dW

i
t and dW i

t = f ij(t) dN
i
t .
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Therefore N is a local martingale if and only if W is a local martingale, and
the desired result follows immediately. �

We now discuss the convergence problem for manifold-valued martin-
gales. It is well known that a real-valued local martingale {Xt, t ≥ 0} con-
verges as t → ∞ if it is uniformly bounded. When we consider manifold-
valued martingales, this does not hold in general. For example, if W is a
Brownian motion on R1, then it is easy to check that X = (sinW, cosW )
is a martingale on the unit circle S1 with the usual connection because its
development is just W . It is clear that X does not converge, although it is
uniformly bounded. However, we will show that the convergence does hold
locally.

The first thing we need to do is to choose a good local chart to work
with. When a manifold is equipped with a connection there is a natural
local coordinate system obtained by the exponential map based at a point.
Let us review some geometric facts about exponential maps.

Let M be a manifold with a connection ∇ and o ∈M . The exponential
map expo : ToM → M is defined in a neighborhood of o as follows. Let
X ∈ ToM , and let CX be the unique geodesic from o such that ĊX(0) = X.
If X is sufficiently small, CX(t) is well defined up to time t = 1 and we
define

expX = CX(1), X ∈ ToM.

Locally CX is obtained by solving second order ordinary differential equa-
tions (see (2.1.2)). With the help of these equations, it is an easy exercise
to show that the exponential map is a diffeomorphism from ToM to M in a
neighborhood of the origin. A local coordinate system is then obtained by
identifying ToM with Rd via a fixed frame uo : Rd → ToM , namely,

Rd uo−→ ToM
expo−→M.

If M is a Riemannian manifold, we can take an orthonormal basis on
ToM and set up the usual cartesian coordinates on To. Through the ex-
ponential map, these coordinates define a system of of local coordinates
in a neighborhood of o on the manifold M . These are called the normal
coordinates at o.

We will need the following property of this local chart.

Lemma 2.5.5. Let x =
{
xi
}

be a local coordinate system obtained from the
exponential map at o. Then its Christoffel symbols are anti-symmetric at o,
i.e., Γ ijk + Γ ikj = 0. In particular, if the connection ∇ is torsion-free, then
its Christoffel symbols vanish at o.
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Proof. By the definition of the exponential map, the curve

t 7→
{
xi = t; xk = 0, k 6= i

}
is a geodesic whose tangent field is Xi = ∂/∂xi. Hence ∇XiXi = 0 along
the curve and, in particular, at o. This shows that Γ kii = 0 at o. For two
distinct indices i and j, the curve

t 7→
{
xi = xj = t; xk = 0, k 6= i, j

}
is also a geodesic whose tangent field is X = Xi + Xj . Hence ∇XX = 0
along the curve and, at o,

Γ kii + Γ kij + Γ kji + Γ kjj = 0.

Since the first and the last terms vanish at o, we have Γ kij + Γ kji = 0. If ∇ is
torsion-free, then Γ kij = Γ kji, and we have Γ kij = 0. �

Now we come to the local convergence theorem for manifold-valued mar-
tingales. Let M be a manifold and O an open set on M . We say that a path
x : R+ → M lies eventually in O if there exists a random time T such that
Xt ∈ O for all t ≥ T . Note that T may not be a stopping time.

Theorem 2.5.6. Suppose that M is a manifold equipped with a connection.
Every point of M has a neighborhood O with the following property: if X is
a ∇-martingale, then

(2.5.2) {X lies eventually in O} ⊆ {lim
t↑∞

Xt exists }.

Proof. Let o ∈ M and choose a local coordinate system x =
{
xi
}

in a
neighborhood of o defined by the exponential map at o. Let O be a relatively
compact neighborhood of o such that O is covered by the local coordinate
system. Let f i be a smooth function on M with compact support such that
on O

f i(x) = xi +
d∑
j=1

(xj)2.

Shrinking O if necessary, we may assume that f =
{
f i
}

: O → Rd is a
diffeomorphism onto its image. Using (2.2.4) we see that the Hessian of f i

is given by

∇2f i =
[
2δjk − Γ ijk − 2xlΓ ljk

]
dxj ⊗ dxk.

Let hi be the symmetric part of ∇2f i:

hi =

[
2δjk −

Γ ijk + Γ ikj
2

− xl
(
Γ ljk + Γ lkj

)]
dxj ⊗ dxk.
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By Lemma 2.5.5 the coefficients of hi are δjk at o; hence by continuity
h is strictly positive definite in a neighborhood of o. Replacing O by a
smaller one if necessary, we may assume that each hi is strictly positive
definite everywhere on O. We claim that O defined this way has the desired
property.

Suppose that X is a martingale on M defined on a filtered probability
space (Ω,F∗,P). Let

ΩO = {X lies eventually in O} .

Because f : O → f(O) is a diffeomorphism, it is enough to show that on ΩO

each f i(Xt) converges as t ↑ ∞. We have

f i(Xt) = f i(X0) +N i
t +

∫ t

0
∇2f i(dXs, dXs),

where N i is a real-valued local martingale. By Proposition 2.4.7, ∇2f i

may be replaced by its symmetric part; hence

(2.5.3) f i(Xt) = f i(X0) +N i
t +

∫ t

0
hi(dXs, dXs),

Now we use Proposition 2.4.12 and the remark after it. If ω ∈ ΩO, the
hi-quadratic variation of X is eventually nondecreasing because X stays O,
on which hi is positive definite. This fact implies that the third term on the
right side of (2.5.3) is bounded from below. On the other hand, because f i is
uniformly bounded, the left side is uniformly bounded. Hence N i is bounded
from above. But N i is a local martingale, hence a time-changed Brownian
motion N i

t = B〈N i〉t . Since a Brownian motion path is bounded from neither
side, the only possibility is that limt↑∞〈N i〉t = 〈N i〉∞ exists and is finite,
and limt↑∞N i

t = B〈N i〉∞ . It follows from (2.5.3) that limt↑∞ f i(Xt) exists,
and the proof is completed. �

2.6. Martingales on submanifolds

Let N and M be two differentiable manifolds with connections ∇N and ∇M
respecitvely. Suppose that M is a submanifold of N . In the first part of this
section we study two questions:

(1) When is a ∇N -martingale on N which lives on the submanifold M
a martingale on M?

(2) When is a ∇M -martingale on the submanifold M a martingale on
N?

The results we obtain in the course of answering these two questions will be
used to prove the local nonconfluence property of manifold-valued martin-
gales.
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Naturally the answers to the questions posed above depend on how the
two connections ∇M and ∇N are related. Geometrically, the relation of a
connection on a manifold to a connection on an ambient manifold is de-
scribed by the second fundamental form. It is a map of the following type:

Π : Γ (TM)× Γ (TM)→ Γ (TN |M ).

Since M is a submanifold of N , we have TxM ⊆ TxN for x ∈ M . Both
covariant derivatives ∇NXY and ∇MX Y make sense and belong to TxN , and
we define

(2.6.1) Π(X,Y ) = ∇NXY −∇MX Y, X, Y ∈ Γ (TM).

The reader can verify easily that

Π(fX, gY ) = fgΠ(X,Y ), f, g ∈ C∞(M).

This implies by a well known argument in tensor analysis that the value of
Π(X,Y ) at a point depends only on the values of the vector fields at the
same point. Thus Π is a tensor field on M taking values in the vector bundle
TN |M , or Πx ∈ Hom(TxM ⊗ TxM,TxN) for x ∈ M . The submanifold
M is called totally geodesic if the second fundamental form Π vanishes
everywhere on M .

Recall that the torsion of a connection ∇ is a (1, 2)-tensor defined by

T (X,Y ) = ∇XY −∇YX − [X,Y ],

where [X,Y ] is the Lie bracket of X and Y . By the definition of Π we have

Π(X,Y )−Π(Y,X) = TN (X,Y )− TM (X,Y ).

This shows that Π is symmetric if both ∇N and ∇M are torsion-free.
We have the following characterization of totally geodesic submanifolds.

Proposition 2.6.1. Suppose that M and N are two differentiable manifolds
equipped with connections ∇M and ∇N resepectively and M is a submanifold
of N . If M is totally geodesic in N , then every ∇M -geodesic in M is also a
∇N -geodesic in N . The converse also holds if both connections are torsion-
free.

Proof. Suppose that C is a ∇M -geodesic in M . Then ∇M
Ċ
Ċ = 0. By the

definition of the second fundamental form we have

∇N
Ċ
Ċ = ∇M

Ċ
Ċ +Π(Ċ, Ċ) = 0.

Hence C is a ∇N -geodesic in N .
Conversely, let X ∈ TxM and let C be the ∇M -geodesic on M such that

C(0) = 0 and Ċ(0) = X. Because C is also ∇N -geodesic, we have both
∇M
Ċ
Ċ = 0 and ∇N

Ċ
Ċ = 0 along C. This means Π(Ċ, Ċ) = 0. In particular,

Π(X,X) = 0. But the connections are torsion-free, which implies that Π
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is symmetric; hence by symmetrization Π(X,Y ) = 0 for all vector fields X
and Y , and M is totally geodesic in N . �

We will need the following result.

Lemma 2.6.2. Let M be a submanifold of Rl and f : M → Rl the coordinate
function on M . Let f̃ = f ◦ π be its lift to the frame bundle F(M). Then

HiHj f̃(u) = Π(uei, uej).

Proof. Let {ut} be a horizontal curve such that u0 = u and u̇0 = Hi(u).
The vector field X(xt) = utej is ∇M -parallel along xt = πut, namely,
∇Muei

X = 0; hence by definition Π(uei, uej) = ∇Rl

uei
X. Now, from (2.4.2) we

have Hj f̃(ut) = utej = X(xt). It follows that

HiHj f̃(u) =
d {X(xt)}

dt
= ∇Rl

uei
X = Π(uei, uej).

�

Example 2.6.3. Let N be a Riemannian manifold with its Levi-Civita
connection and M a submanifold of N with the induced metric. Then the
Levi-Civita connection of M is given by

∇MX Y = the orthogonal projection of ∇NXY to TxM.

In this case the second fundamental form Π(X,Y )x ∈ T⊥x M , the orthogonal
complement of TxM in TxN . In particular Ran (Πx) ∩ TxM = {0} at each
point x ∈M .

The mean curvature of M at x is defined to be the trace of the second
fundamental form:

H =
d∑
i=1

Π(ei, ei),

where {ei} is an orthonormal basis for TxM . The submanifold M is called
minimal if H = 0 on M . If M is a hypersurface of N (codimension 1)
and both M and N are oriented, we let n be the unit normal vector field
on M such that the basis of TxN obtained by appending n to an oriented
basis of TxM is positively oriented. In this case the second fundamental
form Π is usually identified with the (real-valued) symmetric (0,2)-tensor
(X,Y ) 7→ 〈Π(X,Y ), n〉, and the mean curvature is given by H =trace Π.

A hypersurface is said to be convex (strictly convex) if Π is positive
(strictly positive) definite at every point of M . �

In the following, we will use E and W to denote the anti-developments
of a semimartingale X on M (hence also a semimartingale on N) with
respect to the connections ∇N and ∇M respectively. Since a martingale on
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a manifold is by definition a semimartingale whose anti-development is a
local martingale, the natural starting point is to find a relation between the
anti-developments E and W .

Theorem 2.6.4. Let N be a manifold of dimension l equipped with a con-
nection ∇N and M a submanifold of N of dimension d equipped with a
connection ∇M . Suppose that:

(1) X is a semimartingale on M ;

(2) U is a horizontal lift of X in F(M) with respect to ∇M , and W the
corresponding Rd-valued anti-development;

(3) V is a horizontal lift of X in F(N) with respect to ∇N , and E the
corresponding Rl-valued anti-development.

Then

(2.6.2) Et =
∫ t

0
V −1
s UsdWs +

1
2

∫ t

0
V −1
s Π(dXs, dXs),

where Π is the second fundamental form of M .

Proof. According to (2.4.2),

Π(dXs, dXs) = Π(Utei, Utej) d
〈
W i,W j

〉
t
.

We have

Π(Utei, Utej) ∈ TXtM ⊆ TXtN and V −1
s Π(Utei, Utej) ∈ Rl.

Thus a more precise but admittedly somewhat clumsy rewriting of (2.6.2)
is

Et =
∫ t

0
V −1
s Usei dW

i
s +

∫ t

0
V −1
s Π(Usei, Usei) d〈W i,W j〉s.

We first show the special case when N = Rl equipped with the euclidean
connection. In this case E = X and V = IRl , the identity map on Rl. Let
f(x) = x ∈ Rl on M and let f̃ = f ◦ π be its lift to F(M). By Itô’s formula,

(2.6.3) Xt = X0 +
∫ t

0
Hif̃(Us) dW i

s +
1
2

∫ t

0
HiHj f̃(Us)〈dW i, dW j〉s.

From (2.3.5) and Lemma 2.6.2,

Hif̃(u) = uei, HiHj f̃(u) = Π(uei, uej).

Substituting these relations into (2.6.3), we obtain

(2.6.4) Xt = X0 +
∫ t

0
UsdWs +

1
2

∫ t

0
Π(dXs, dXs),

which is (2.6.2) for the special case N = Rl.
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For a general manifold N , we assume that it is a submanifold of Rm for
some m. Thus M is also a submanifold of Rm. Let ΠM,Rm

and ΠN,Rm
be

the second fundamental forms of M and N in Rm respectively. From the
definition (2.6.1) we have, for vector fields X,Y on M ,

Π(X,Y ) = ΠM,Rm
(X,Y )−ΠN,Rm

(X,Y ).

Note that this equation should be understood as a vector equation in Rm.
By (2.6.4) applied to the two embeddings M ⊆ Rm and N ⊆ Rm,

Xt = X0 +
∫ t

0
UsdWs +

1
2

∫ t

0
ΠM,Rm

(dXs, dXs),

Xt = X0 +
∫ t

0
VsdEs +

1
2

∫ t

0
ΠN,Rm

(dXs, dXs).

It follows that

Et =
∫ t

0
V −1
s dXs −

1
2

∫ t

0
V −1
s ΠN,Rm

(dXs, dXs)

=
∫ t

0
V −1
s UsdWs +

1
2

∫ t

0
V −1
s ΠM,Rm

(dXs, dXs)

− 1
2

∫ t

0
V −1
s ΠN,Rm

(dXs, dXs)

=
∫ t

0
V −1
s UsdWs +

1
2

∫ t

0
V −1
s Π(dXs, dXs).

�

Let us draw a few corollaries from the above theorem.

Corollary 2.6.5. Suppose that M is a totally geodesic submanifold of N .
Then every ∇M -martingale on M is also a ∇N -martingale on N .

Proof. If X is a martingale on M , then W is a local martingale. By (2.6.2)
the condition Π = 0 implies that E is also a local martingale. Hence X is
also a martingale on N . �

The range of the second fundamental form at x ∈M is

RanΠx = {Π(X,Y )(x) : X,Y ∈ Γ (TM)} .

We say that Π is independent of TM if RanΠx ∩ TxM = {0} at every
x ∈ M . This is the case, for example, when N is a Riemannian manifold
with its Levi-Civita connection and M a submanifold of N with the induced
metric and connection, because in this case Π is always perpendicular to
TM ; see Example 2.6.3.
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Corollary 2.6.6. Suppose that M is a submanifold of N such that its second
fundamental form Π is independent of TM . Then a ∇N -martingale on N
which lives on M is also a ∇M -martingale on M .

Proof. Let Wt = Mt+At be the decomposition of W into a local martingale
and a process of locally bounded variation. It is enough to show that A = 0,
for then W is a local martingale, which means that X is ∇M -martingale.
We have

Et =
∫ t

0
V −1
s UsdMs +

∫ t

0
V −1
s

{
UsdAs +

1
2
Π(dXs, dXs)

}
.

Since E is a local martingale, the last term vanishes. We have UsdAs ∈
TπUsM , Π(dXs, dXs) ∈ RanΠπUs and UsdAs +Π(dXs, dXs) = 0. Hence

Π(dXs, dXs) = −UsdAs ∈ RanΠπUs ∩ TπUsM.

But Π with TM are independent; hence we must have dAs = 0. �

Corollary 2.6.7. Suppose that N is a Riemannian manifold and M is a
strictly convex hypersurface in N . Then every martingale on N which lives
on M must be a constant.

Proof. By Example 2.6.3 the preceding corollary applies; hence both W
and E are local martingales. From (2.6.2) We have Π(dXs, dXs) = 0. By
the strict convexity of Π, it is an easy exercise to show from this that X is
constant. �

Example 2.6.8. Let M be a Riemannian manifold. A semimartingale X
on M is called a Brownian motion if its anti-development with respect to the
Levi-Civita connection is a euclidean Brownian motion. Suppose that M is
a minimal submanifold of a euclidean space Rl. Then a Brownian motion
on M is a local martingale on Rl. This follows easily from (2.6.4), for the
differential of the last term is

Π(Utei, Utej) d
〈
W i,W j

〉
t
= Π(Utei, Utei) dt = H(Xt) dt = 0.

The geometric counterpart of this result is that if M is minimal in Rl,
then the coordinate functions are harmonic on M . �

Finally we study the nonconfluence property of manifold-valued martin-
gales. Suppose that X is an Rd-valued F∗-martingale on [0, T ]. Then

Xt = E {XT |Ft} , 0 ≤ t ≤ T.

This means that a martingale is determined by its terminal value at time
T and the filtration {Ft, 0 ≤ t ≤ T}. We will prove a local version of this
result for manifold-valued martingales. Let us start with two preliminary
results, both interesting in their own right.
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Proposition 2.6.9. Suppose that M is a totally geodesic submanifold of
N . Then every point of M has a neighborhood O in N with the following
property: If X is a ∇N -martingale in O on the time interval [0, T ] such
that its terminal value XT is in the submanifold M , then Xt ∈ M for all
t ∈ [0, T ].

Proof. We first show that if M is totally geodeisc, then the exponential
maps of M and N coincide. Let o ∈ M and consider the exponential map
exp : ToN → N of the manifold N . Suppose that X ∈ ToM and C is a
∇M -geodesic in M from o such that Ċ(0) = X. Since M is totally geodesic,
C is also a geodesic in N (see Proposition 2.6.1). Hence exp tX = C(t)
for 0 ≤ t ≤ 1 if X is sufficiently small, and expX = C(1) ∈M . This shows
that the restriction of the exponential map exp : ToN →M to the subspace
ToM ⊆ ToN is just the exponential map of M .

Choose a cartesian coordinate system
{
xi, 1 ≤ i ≤ l

}
on ToN such that

the first d coordinates span the subspace ToM . This coordinate system on
N covers a neighborhood O having the property that

M ∩O =
{
xd+1 = 0, . . . , xl = 0

}
∩O.

Therefore x̃ =
{
x1, . . . , xd

}
is a local chart on M . Let x̂ =

{
xd+1, . . . , xl

}
and consider the function We consider the function

f(x) = f(x̃, x̂) =
(
1 + |x̃|2

)
|x̂|2.

In the neighborhood O, f(x) = 0 if and only if x ∈ M . We show that on a
possibly smaller neighborhood the symmetric part h of the Hessian ∇2f is
positive (more precisely, nonnegative) definite (cf. the proof of Theorem
2.5.6). Let Xi = ∂/∂xi. From

∇2f = ∇2f(Xi, Xj) dxi ⊗ dxj

and
∇2f(Xi, Xj) = fij − Γ kijfk

we have by a straightforward calculation

∇2f = 2
(
1 + |x̃|2

) l∑
i,j=d+1

(δij − xkΓ kij) dxi ⊗ dxj

+ 2|x̂|2
d∑

i,j=1

(δij − xkΓ kij)dxi ⊗ dxj + 4
d∑
i=1

l∑
j=d+1

xixjdxi ⊗ dxj .

Note that because the second fundamental form vanishes, those of the
Christoffel symbols of N whose are from the tangent vector fields on M
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coincides with the corresponding Christoffel symbols of M , so we do not
need to distinguish them. The symmetric part of ∇2f is

h =
(
1 + |x̃|2

) l∑
i,j=d+1

[
2δij − xk(Γ kij + Γ kji)

]
dxi ⊗ dxj

+ |x̂|2
d∑

i,j=1

[
2δij − xk(Γ kij + Γ kji)

]
dxi ⊗ dxj

+ 2
d∑
i=1

l∑
j=d+1

xixj(dxi ⊗ dxj + dxj ⊗ dxi)

def= S1 + S2 + S3.

By Lemma 2.5.5 the Christoffel symbols satisfy Γ ijk + Γ ikj = 0 at o; hence
there is a constant C1 such that |Γ kij+Γ kji| ≤ C1|x| on O. Thus as symmetric
quadratic forms we have

S1 ≥
(
2− C2|x|2

) l∑
j=d+1

dxj ⊗ dxj ,

S2 ≥ |x̂|2
(
2− C2|x|2

) d∑
i=1

dxi ⊗ dxi.

Using the inequality

xixj(dxi ⊗ dxj + dxj ⊗ dxi) ≤ 2|xi|2dxj ⊗ dxj +
1
2
|xj |2dxi ⊗ dxi,

we have

S3 ≥ −4|x̃|2
l∑

j=d+1

dxj ⊗ dxj − |x̂|2
d∑
i=1

dxi ⊗ dxi.

It follows that

h ≥
{
2− (C2 + 4)|x|2

} l∑
j=d+1

dxj ⊗ dxj

+ |x̂|2
(
1− C2|x|2

) d∑
i=1

dxi ⊗ dxi.

Choosing O sufficiently small so that (C2 + 4)|x|2 ≤ 1/2, we obtain h ≥ 0
on O.

Now we prove the assertion of the proposition for the neighborhood O
of N constructed above. Suppose that {Xt, 0 ≤ t ≤ T} is a martingale in O
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such that XT ∈ O ∩M . By Itô’s formula we have

f(Xt) = f(X0) + local martingale +
1
2

∫ t

0
∇2f(dXs, dXs).

By Propositions 2.4.7 and 2.4.12,∫ t

0
∇2f(dXs, dXs) =

∫ t

0
h(dXs, dXs)

is nondecreasing. This shows that f(X) is a uniformly bounded, nonnegative
submartingale with terminal value f(XT ) = 0. It follows that f(Xt) = 0 for
all t ≤ T . This shows Xt ∈M because f vanishes only on O ∩M . �

Let M be a manifold with a connection ∇M and N = M × M the
product manifold. Let πi (i = 1, 2) be the projection from N to the first
and second factor respectively. We will now define the product connection
∇N = ∇M ×∇M . For any x = (x1, x2) ∈ N , the map

X 7→ (π1∗X,π2∗X) def= (X1, X2)

defines an isomorphism between TxN and Tx1M × Tx2M (product vector
space). Suppose that X = (X1, X2) is a vector field on N . Note that
in general Xi are vector fields on M . Now let Y = (Y1, Y2) ∈ TxN , and
t 7→ xt = (x1t, x2t) be a curve on N such that x0 = x and

Y = ẋ0 = (ẋ10, ẋ20) = (Y1, Y2).

Along the curve we have X = (X1, X2), where each Xi can be regarded as
a vector field along t 7→ xit. We define

∇NY X = (∇MY1
X1,∇MY2

X2).

We verify that ∇N defined above is a connection. The only defining
property of a connection that is not obvious directly from the defintion is

∇NY (fX) = f∇NY X + Y (f)X

for any f ∈ C∞(N). This can be seen as follows. Along the curve t 7→ xt,
we have fX = (f(t)X1, f(t)X2) at xt, where f(t) = f(xt). Hence the vector
field along t 7→ xit is t 7→ f(t)Xi(xt), and

∇MYi
(fXi) = f∇MYi

Xi + ḟXi.

We have, of course, ḟ = Y (f). It follows that

∇NY (fX) =
(
f∇MY1

X1 + ḟX1, f∇MY2
X2 + ḟX2

)
= f

(
∇MY1

X1,∇MY2
X2

)
+ Y (f)(X1, X2)

= f∇NY + Y (f)X.

This shows that ∇N is indeed a connection on the product manifold N .
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Proposition 2.6.10. Suppose that M is a differentiable manifold equipped
with a connection ∇M . Let N = M ×M be the product manifold equipped
with the product connection ∇N = ∇M × ∇M . Then the diagonal map
x 7→ (x, x) embeds M as a totally geodesic submanifold of N .

Proof. Let X,Y be vector fields on M . As vector fields on the product
manifold N , they are represented by (X,X) and (Y, Y ) respectively. Hence,
by the definition of the product connection,

∇NXY = (∇MX Y,∇MX Y ).

Thus ∇NXY is tangent to M and is equal to ∇MX Y. This immediately implies
that Π(X,Y ) = 0, i.e., M is totally geodesic in N . �

The following proof of the local nonconfluence property of manifold-
valued martingales is an ingenious combination of Propositions 2.6.9 and
2.6.10.

Theorem 2.6.11. Let M be a manifold equipped with a connection. Then
every point of M has a neighborhood V with the following property: If
{Xt, 0 ≤ t ≤ T} and {Yt, 0 ≤ t ≤ T} are two F∗-martingales on V defined
on the same filtered probability space (Ω,F∗,P) such that XT = YT , then
Xt = Yt for all t ∈ [0, T ].

Proof. Let N = M ×M with the product connection. By Proposition
2.6.10, M is totally geodesic. Let o ∈ M and choose a neighborhood O of
(o, o) in N which has the property stated in Proposition 2.6.9. Choose a
neighborhood V of o in M such that V ×V ⊂ O. Let the anti-developments
of X and Y be W and E respectively. By assumption they are Rd-valued
local martingales. It is easy to verify that the anti-development of Z =
(X,Y ) with respect to the product connection ∇N is simply (W,E), which is
an R2d-valued local martingale; hence Z is a ∇N -martingale. By assumption
Z lives on O and ZT = (XT , XT ) ∈ M . By Proposition 2.6.9 Zt ∈ M for
0 ≤ t ≤ T , which is equivalent to Xt = Yt for 0 ≤ t ≤ T . �



Chapter 3

Brownian Motion on
Manifolds

With this chapter we leave the general theory and concentrate almost exclu-
sively on Brownian motion on Riemannian manifolds. It is defined as a dif-
fusion process generated by the Laplace-Beltrami operator ∆M/2, with the
proverbial 1/2 that has baffled many geometers. Properties of the Laplace-
Beltrami operator that are important to our discussion are laid out in Sec-
tion 3.1, especially its relation to Bochner’s horizontal Laplacian. This
is followed by a formal introduction of Brownian motion on a Riemannian
manifold in Section 3.2 and a discussion of several equivalent characteri-
zations. In view of Nash’s famous embedding theorem, we assume whenever
convenient that our Riemannian manifold is a submanifold of a euclidean
space with the induced metric. Examples of Riemannian Brownian motion
are given in Section 3.3 with an eye to later applications.

Fix a reference point o ∈ M and let r(x) = d(x, o), the Riemannian
distance from x to o. The radial process r(X) of a Brownian motion X on M
will play an important role in many applications. Before Brownian motion
reaches the cutlocus of its starting point, the radial process is decomposed
as

r(Xt) = r(X0) + βt +
1
2

∫ t

0
∆M r(Xs) ds,

where β is a one-dimensional Brownian motion. It is clear from the above
relation that the behavior of the radial process depends on the growth of
∆M r relative to r. From differential geometry it is well known that the
growth can be controlled by imposing appropriate conditions on the growth

71
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of sectional and Ricci curvatures. In Section 3.4 we will discuss several geo-
metric results of this kind, including the well known Laplacian comparison
theorem.

Effective use of the radial process can be made only if we can go beyond
the cutlocus. In Section 3.5 we prove Kendall’s decomposition of the radial
process, namely,

r(Xt) = r(X0) + βt +
1
2

∫ t

0
∆M r(Xs) ds− Lt, 0 ≤ t < e(X),

where L is a nondecreasing process which increases only when Brownian
motion is at the cutlocus. This term can be ignored when we need an upper
bound for the radial process. The analytic counterpart of this decomposition
of the radial process is the well known geometric fact that the distributional
Laplacian of the distance function is bounded from above by its restriction
within the cutlocus. As an application of the above decomposition, we prove
in the last section a useful estimate on the first exit time of Brownian motion
from a geodesic ball.

3.1. Laplace-Beltrami operator

Brownian motion on a Riemannian manifold M is a diffusion process gen-
erated by ∆M/2, where ∆M is the Laplace-Beltrami operator on M , the
natural generalization of the usual Laplace operator on euclidean space. In
this section, we review some relevant facts concerning this operator. For
this part of Riemannian geometry the books Riemannian Geometry by Do
Carmo [17] and Riemannian Geometry and Geometric Analysis by Jost [50]
are highly recommended.

Let M be a differentiable manifold. A Riemannian metric ds2 = 〈·, ·〉
on M is a symmetric, strictly positive (0,2)-tensor on M . Equivalently, it
is a smooth assignment of an inner product ds2x = 〈·, ·〉x for each tangent
space TxM . Let x =

{
xi
}

be a local chart and Xi = ∂/∂xi the partial
differentiation. Then the Riemannian metric can be written as

ds2 = gijdx
idxj , gij = 〈Xi, Xj〉.

Here dxidxj stands for the symmetrization of dxi ⊗ dxj :

dxidxj =
dxi ⊗ dxj + dxj ⊗ dxi

2
.

The matrix g = {gij} is positive definite at each point. A Riemannian
manifold is a differentiable manifold equipped with a Riemannian metric.
We will use m to denote the Riemannian volume measure on M . In local
coordinates it is given by m(dx) =

√
G(x)dx, where G = det g and dx =

dx1 · · · dxd is the Lebesgue measure on Rd. It is easy to verify that the
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Riemannian volume measure m is well defined, i.e., it is independent of
the choice of local coordinates. For two functions f, g on M with compact
support we write

(f, g) =
∫
M
f(x)g(x)m(dx).

For two vector fields X,Y on M with compact support, we define

(X,Y ) =
∫
M
〈X,Y 〉xm(dx).

The inner product 〈·, ·〉x on the tangent space TxM induces an inner
product on its dual T ∗xM , the cotangent space: if θ ∈ T ∗xM , then there
is a unique Xθ ∈ TxM such that θ(Y ) = 〈Xθ, Y 〉x for all Y ∈ TxM . For
θ, ψ ∈ T ∗xM we define

〈θ, ψ〉x = 〈Xθ, Xψ〉x.
If θ, ψ are two 1-forms on M with compact support, we write

(θ, ψ) =
∫
M
〈θ, ψ〉xm(dx).

On a Riemannian manifold M , there is a unique connection ∇, the Levi-
Civita connection, which is compatible with the Riemannian metric, i.e.,

(3.1.1) ∇Z〈X,Y 〉 = 〈∇ZX,Y 〉+ 〈X,∇ZY 〉, X, Y, Z ∈ Γ (TM);

and is torsion-free:

T (X,Y ) def= ∇XY −∇YX − [X,Y ] = 0, X, Y ∈ Γ (TM),

where [X,Y ] is the Lie bracket of the vector fields X and Y . In local
coordinates, the Christoffel symbols of the Levi-Civita connection are given
by

(3.1.2) Γ ijk =
1
2
gim (gjm,k + gmk,j − gjk,m) ,

where
{
gim
}

is the inverse matrix of {gij} and gjk,m = ∂gjk/∂x
m.

From now on we assume that M is a Riemannian manifold equipped
with the Levi-Civita connection. On M there is an intrinsically defined
second order elliptic operator, the Laplace-Beltrami operator, which gener-
alizes the usual Laplace operator on euclidean space. On euclidean space
∆f = divgradf . Let us define the gradient and divergence on M . The
gradient gradf is the dual of the differential df ; thus it is the unique vector
field defined by the relation

〈gradf,X〉 = df(X) = Xf, ∀X ∈ Γ (TM).

In local coordinates, we have by an easy computation

∇f = gij
∂f

∂xi
∂

∂xj
.
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The divergence divX of a vector field X is defined to be the contraction of

the (1,1)-tensor ∇X. If X = ai
∂

∂xi
in local coordinates, then it is easy to

verify that

divX =
1√
G

∂ (
√
Gai)

∂xi
.

The Laplace-Beltrami operator is

∆Mf = div gradf.

Combining the local expressions the gradient and divergence, we obtain the
familiar local formula for the Laplace-Beltrami operator:

∆Mf =
1√
G

∂

∂xi

(√
Ggij

∂f

∂xj

)
.

Thus ∆M is a nondegenerate second order elliptic operator.

Proposition 3.1.1. For any orthonormal basis {Xi} of TxM , we have

∆Mf = trace∇2f =
d∑
i=1

∇2f(Xi, Xi).

Proof. From the definition of divX we have

(3.1.3) divX =
d∑
i=1

〈∇XiX,Xi〉.

Applying this identity toX = gradf , we obtain the proposition immediately.
�

An alternative way of introducing the Laplace-Beltrami operator is as
follows. Let d : C∞(M) → Γ (T ∗M) be the differentiation on functions.
Denote its formual adjoint with respect to the pre-Hilbert norms introduced
on C∞(M) and Γ (TM) by δ : Γ (T ∗M)→ C∞(M), i.e.,∫

M
fδθ =

∫
M
〈df, θ〉.

Using local coordinates, we can verify that δθ = −divXθ, where Xθ ∈
Γ (TM) is the dual of the 1-form θ ∈ Γ (T ∗M). Therefore,

∆Mf = −δ(df).

Since ∆M/2 is a second order elliptic operator on M , general theory de-
veloped in Section 1.3 applies. Any M -valued diffusion process generated
by ∆M/2 is called a Brownian motion on M . However, in order to take
full advantage of stochastic calculus, we need to generate Brownian mo-
tion as the solution of an intrinsically defined Itô type stochastic differential
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equation. We have seen in Chapter 1 that the solution of a stochastic
differential equation on M of the form

dXt = Vα(Xt) ◦ dWα
t + V0(Xt) dt,

where W is a euclidean Brownian motion, is an L-diffusion generated by a
Hörmander type second order elliptic operator

L =
1
2

l∑
i=1

V 2
i + V0.

If we can write ∆M in this form, then Browiann motion can be generated
as the solution of a stochastic differential equation on the manifold. Unfor-
tunately there is no intrinsic way of achieving this on a general Riemannian
manifold. We will see later that if M is isometrically embedded in a eu-
clidean space, then there is a way of writing ∆M as a sum of squares associ-
ated naturally with the embedding. In general there is a lifting of ∆M to the
orthonormal frame bundle O(M) which has the above form, i.e., the sum of
squares of d = dimM intrinsically defined vector fields on O(M). This is
the Eells-Elworthy-Malliavin approach to Brownian motion on manifolds.

Let O(M) be the orthonormal frame bundle of M and π : O(M) → M
the canonical projection. Recall that the fundamental horizontal vector
fields Hi (with respect to the Levi-Civita connection) are the unique hor-
izontal vector fields on O(M) such that π∗Hi(u) = uei, where {ei} is the
canonical basis for Rd. Bochner’s horizontal Laplacian is the second order
elliptic operator on O(M) defined by

∆O(M) =
d∑
i=1

H2
i .

Its relation to the Laplace-Beltrami operator is explained in the next propo-
sition.

Proposition 3.1.2. Bochner’s horizontal Laplacian ∆O(M) is the lift of
the Laplace-Beltrami operator ∆M to the orthonormal frame bundle O(M).
More precisely, let f ∈ C∞(M), and f̃ = f ◦ π its lift to O(M). Then for
any u ∈ O(M),

∆Mf(x) = ∆O(M)f̃(u),

where x = πu.

Proof. We need to find the corresponding operations for grad and div in
O(M). Recall that the scalarization of a 1-form θ is defined as θ̃(u) =
{θ(uei)}. Thus the scalarization of df is given by

[d̃f ]i = df(uei) = (uei)f = Hif̃(u),
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that is,
d̃f =

{
H1f̃ , . . . ,Hdf̃

}
.

The scalarization g̃radf of the dual gradf of df is given by the same vector:

(3.1.4) g̃radf =
{
H1f̃ , . . . , Hdf̃

}
.

On the other hand, if u ∈ O(M) and πu = x, then {uei} is an orthonormal
basis for TπuM . By (3.1.3) and Proposition 2.2.1 we have, for a vector
field X,

divX = 〈∇ueiX,uei〉 = 〈u−1∇ueiX, ei〉 = 〈HiX̃(u), ei〉,

where X̃ is the scalarization of X. The above relation can be written equiv-
alently as

divX(x) =
d∑
i=1

(HiX̃)i(u).

It follows that

∆Mf(πu) =
d∑
i=1

(Hig̃radf)i(u) =
d∑
i=1

HiHif̃(u) = ∆O(M)f̃(u).

�

We have shown that ∆O(M) is a sum of d =dimM squares of vector fields
and is a lift of the Laplace-Beltrami operator ∆M . If we permit the number
of vector fields to be larger than dimM , then it is possible to write ∆M itself
as a sum of squares by embedding M isometrically as a submanifold of some
euclidean space. Nash’s embedding theorem asserts that such an embedding
always exists. Let us give a precise statement of this embedding theorem.

Let M and N be Riemannian manifolds such that φ : M → N is an
embedding. We say that φ is an isometric embedding if

〈X,Y 〉x = 〈φ∗X,φ∗Y 〉φ(x), X, Y ∈ Γ (TM).

If we regard M as a submanifold of N , then the embedding is isometric if
the inner product of X and Y with respect to the metric of M is the same
as that with respect to the metric of N .

Theorem 3.1.3. (Nash’s embedding theorem) Every Riemannian manifold
can be isometrically embedded in some euclidean space with the standard
metric. �

We assume for the rest of this section that M is a submanifold of Rl

with the induced metric. Let {ξα} be the standard orthonormal basis on
Rl. For each x ∈ M , let Pα(x) be the orthogonal projection of ξα to TxM .
Thus Pα is a vector field on M .
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Theorem 3.1.4. We have ∆M =
∑l

α=1 P
2
α.

Proof. In this proof we will use ∇̃ to denote the standard covariant differ-
entiation in the ambient space Rl. Define

∇XY = the projection of ∇̃XY to TxM, X, Y ∈ Γ (TM).

Then it is easy to verify that ∇ is the Levi-Civita connection on M . Let
f ∈ C∞(M). Since the vector field gradf is tangent to M , we have

gradf =
l∑

α=1

〈gradf, ξα〉ξα =
l∑

α=1

〈gradf, Pα〉Pα.

We now take the divergence of both sides. On the left side we have ∆Mf
by definition; on the right side we use the formula

div(hX) = Xh+ h divX

for h ∈ C∞(M) and X ∈ Γ (TM). The result is

∆Mf =
l∑

α=1

PαPαf +
l∑

α=1

(divPα)Pαf.

The theorem follows if we show that the last term vanishes. To see this, we
first recall that from the definition of divergence,

divPα =
d∑
i=1

〈∇XiPα, Xi〉,

where {Xi} is any orthonormal basis of TxM . We take a special one to
simplify the computation. Let

{
xi
}

be a normal coordinate system of M
near x induced by the exponential map and let Xi = ∂/∂xi. Since the
connection is torsion-free, we have shown in Proposition 2.5.5 that the
Christoffel symbols vanish at x, namely ∇XiXj = 0 at x. This means that
in Rl the covariant differentiation ∇̃XiXj is perpendicular to M . Now, using
the fact that ∇ is compatible with the metric, we have

〈∇XiPα, Xi〉 = Xi〈Pα, Xi〉, ∇XiXi = 0

= Xi〈ξα, Xi〉, Xi is tangent to M

= 〈ξα, ∇̃XiXi〉, ∇̃Xiξα = 0.
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It follows that
l∑

α=1

(divPα)Pα =
l∑

α=1

〈ξα, ∇̃XiXi〉Pα

= the projection of
l∑

α=1

〈ξα, ∇̃XiXi〉ξα

= the projection of ∇̃XiXi

= 0.

This completes the proof. �

Finally, we record the following identity for future reference.

Corollary 3.1.5. With the same notations as above, we have

∆Mf =
l∑

α=1

∇2f(Pα, Pα).

Proof. Let {Xi} be an orthonormal basis for TxM . From Xi = 〈Xi, Pα〉Pα
and Proposition 3.1.1,

∆Mf =
d∑
i=1

∇2f(Xi, Xi) =
d∑
i=1

l∑
α,β=1

∇2(Pα, Pβ)〈Xi, Pα〉〈Xi, Pβ〉.

We have
l∑

β=1

d∑
i=1

〈Xi, Pα〉〈Xi, Pβ〉Pβ =
l∑

β=1

Pβ〈Pα, Pβ〉 = Pα.

The desired identity follows immediately. �

3.2. Brownian motion on manifolds

We assume that M is a Riemannian manifold equipped with the Levi-Civita
connection∇, and ∆M the Laplace-Beltrami operator onM . We have shown
in Chapter 1 that given a probability measure µ on M , there is a unique
∆M/2-diffusion measure Pµ on the filtered measurable space (W (M),B∗)
(the path space over M). Any ∆M/2-diffusion measure on W (M) is called
a Wiener measure on W (M). In general, an M -valued stochastic process X
is a measurable map (random variable) X : Ω → W (M) defined on some
measurable space (Ω,F). Rougly speaking, Brownian motion on M is any
M -valued stochastic process X whose law is a Wiener measure on the path
space W (M). In the next proposition we give several equivalent definitions
of Brownian motion on M .
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Proposition 3.2.1. Let X : Ω→W (M) be a measurable map defined on a
probability space (Ω,F,P). Let µ = P ◦X−1

0 be its initial distribution. Then
the following statements are equivalent.

(1) X is a ∆M/2-diffusion process (a solution to the martingale prob-
lem for ∆M/2 with respect to its own filtration FX∗ ), i.e.,

Mf (X)t
def= f(Xt)− f(X0)−

1
2

∫ t

0
∆Mf(Xs) ds, 0 ≤ t < e(X),

is an FX∗ -local martingale for all f ∈ C∞(M).

(2) The law PX = P◦X−1 is a Wiener measure on (W (M),B(W (M)),
i.e., PX = Pµ.

(3) X is a FX∗ -semimartingale on M whose anti-development is a stan-
dard euclidean Brownian motion.

An M -valued process X satisfying any of the above conditions is called a
(Riemannian) Brownian motion on M .

Proof. (1) ⇐⇒ (2). This is discussed in Section 1.3.
(3) =⇒ (1). Both statements assume that X is an FX∗ -semimartingale

on M . Let U be a horizontal lift of X and W the corresponding anti-
development. Then we have

(3.2.1) dUt = Hi(Ut) ◦ dWt.

Let f ∈ C∞(M), and f̃ = f ◦ π its lift to O(M). Applying Itô’s formula to
f̃(Ut), we have

f(Xt) = f(X0) +
∫ t

0
Hif̃(Us) dW i

s +
1
2

∫ t

0
HiHj f̃(Us) d〈W i,W j〉s.

If W is a euclidean Brownian motion we have 〈W i,W j〉t = δijt and, by
Proposition 3.1.2,

d∑
i=1

H2
i f̃(u) = ∆O(M)f̃(u) = ∆Mf(x), x = πu.

Hence

Mf (X)t =
∫ t

0
Hif̃(Us) dW i

s

is a local martingale.
(1) =⇒ (3). We can prove this either by calculation in local coordinates

or by embedding M as a submanifold of RN . If we ignore the technicality of
passing from local to global (the process of “patching up”) the first method
is in fact simpler. We leave the local approach as an exercise and assume
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that M is a submanifold of Rl. Again let fα(x) = xα, α = 1, . . . , N, be the
coordinate functions and f̃α = fα ◦ π their lifts to O(M). By assumption,

(3.2.2) Xα
t = Xα

0 +Mα
t +

1
2

∫ t

0
∆Mf

α(Xs) ds,

where Mα is a local martingale. On the other hand, from (3.2.1) we have

(3.2.3) Xα
t = Xα

0 +
∫ t

0
Hif̃

α(Us) dW i
s +

1
2

∫ t

0
∇2fα(dXs, dXs).

Note that HiHj f̃(u) = ∇2f(uei, uej). We now check that

(3.2.4)
∫ t

0
∇2f(dXs, dXs) =

∫ t

0
∆Mf(Xs) ds.

By dXt = Pα(Xt) ◦ dXα
t (Lemma 2.3.3) and Proposition 2.4.8 we have∫ t

0
∇2f(dXs, dXs) =

∫ t

0
∇2f(Pα, Pβ) d〈Xα, Xβ〉.

On the other hand, by (1.3.8) in the proof of Theorem 1.3.6 the assumption
that X is a ∆M/2-diffusion implies that

(3.2.5) d〈Xα, Xβ〉t = d〈Mα,Mβ〉t = Γ (fα, fβ) dt.

But it is clear that

Γ (fα, fβ) = 〈∇fα,∇fβ〉 = 〈Pα, Pβ〉.

From Corollary 3.1.5 we also have
l∑

α,β=1

∇2f(Pα, Pβ)〈Pα, Pβ〉 =
l∑

α=1

∇2f(Pα, Pα) = ∆Mf.

Hence ∫ t

0
∇2f(dXs, dXs) =

∫ t

0
∇2f(Pα, Pβ)〈Pα, Pβ〉ds

=
∫ t

0
∆Mf(Xs) ds.

This proves (3.2.4)
Having identified the last terms of (3.2.2) and (3.2.3), we can also identify

the terms in the middle,

Mα
t =

∫ t

0
Hif

α(Us) dW i
s .

It remains to show that this implies that W is a Brownian motion. We
want to solve W from this relation and show that it is a euclidean Brownian
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motion by Lévy’s criterion. Since Hif̃
α(u) = 〈ξα, uei〉, where {ξα} is the

standard basis for the ambient space Rl, we can write the above identity as

dMα
t = 〈ξα, Utei〉 dW i

t .

Multiplying both sides by 〈ξα, Utej〉 and using the fact that
l∑

α=1

〈ξα, uei〉〈ξα, uej〉 = 〈uei, uej〉 = δij ,

we have
dW j

t = 〈ξα, Utej〉 dMα
t .

For the quadratic variations of Mα we have from (3.2.2) and (3.2.5),

d〈Mα,Mβ〉t = d〈Xα, Xβ〉t = 〈Pα, Pβ〉dt.

It is now clear that W is a local martingale whose quadratic variation is
given by

l∑
α,β=1

〈ξα, Utei〉〈ξβ, Utej〉〈Pα, Pβ〉 = 〈Utei, Utej〉 = δij .

We have therefore shown that the anti-development W of X is a euclidean
Brownian motion. �

We make two minor extensions of the concept of Brownian motion. First,
in many applications, it is useful to take a broader point of view by introduc-
ing a filtration into the definition. In most cases we can take the filtration
to be FX∗ generated by the process itself, but there are situations where it
is more convenient to consider a larger filtration with respect to which the
strong Markov property still holds. We say that a W (M)-valued random
variable defined on a filtered probability space (Ω,F∗,P) is an F∗-Brownian
motion if it is a Brownian motion in the sense of Proposition 3.2.1 and is
strong Markov with respect to the filtration F∗. Recall that this means that
for any F∗-stopping time τ and any nonnegative f ∈ B(W (M)),

E {f(Xτ+∗)|Fτ} = EXτ f on {τ <∞} ,

where Xτ+∗ = {Xτ+t, t ≥ 0} is the shift process. Second, for convenience
we may allow Brownian motion to be defined up to a stopping time. More
precisely, on a filtered probability space (Ω,F∗,P) an M -valued process X
defined on the interval [0, τ) for an F∗-stopping time τ is a Brownian motion
up to time τ if its anti-development W is a local martingale up to τ whose
quadratic variation is 〈W,W †〉t = Idt (Lévy’s criterion). Equivalently, there
are a G∗-Brownian motion Y on a (possibly different) filtered probability
space (Π,G∗,Q) and a G∗-stopping time σ such that (τ,Xτ∧∗) has the same
distribution as (σ, Yσ∧∗).
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If X is a Brownian motion on M , then its horizontal lift U is called
a horizontal Brownian motion. Since dUt = Hi(Ut) ◦ dW i

t for a euclidean
Brownian motion W , a horizontal Brownian motion is a ∆O(M)/2-diffusion
on O(M), where ∆O(M) is Bochner’s horizontal Laplacian on O(M).

Proposition 3.2.2. Let U : Ω→W (O(M)) be a measurable map defined on
a probability space (Ω,F,P). Then the following statements are equivalent.

(1) U is a ∆O(M)/2-diffusion with respect to its own filtration FU∗ .

(2) U is a horizontal FU∗ -semimartingale whose projection X = πU is
a Brownian motion on M .

(3) U is a horizontal FU∗ -semimartingale on M whose anti-develop-
ment is a standard euclidean Brownian motion.

An O(M)-valued process U satisfying any of the above conditions is called a
horizontal Brownian motion on O(M).

Proof. Exercise. �

When M is a submanifold of Rl, Proposition 3.1.4 provides a way of
constructing Brownian motion by solving a stochastic differential equation
on M driven by an l-dimensional euclidean Brownian motion:

(3.2.6) dXt = Pα(Xt) ◦ dWα, X0 ∈M.

The solution is a diffusion generated by 1
2

∑l
α=1 P

2
α = 1

2∆M ; hence it is a
Brownian motion on M . This way of producing a Brownian motion on M
has the advantage of being explicit and without resorting to the orthonor-
mal frame bundle. Since the dimension of the driving Brownian motion is
the dimension of the ambient space, which is usually larger than the dimen-
sion of the manifold, the driving Brownian motion W contains some extra
information beyond what is provided by the Brownian motion X on the
manifold. The method is extrinsic because it depends on the embedding of
M into Rl.

3.3. Examples of Brownian motion

It’s time to leave general theory and see a few explicit examples of Brownian
motion on manifolds. Whenever the details are not given in an example, the
reader should regard it as an invitation to work them out as an exercise.

Example 3.3.1. (Brownian motion on a circle) The simplest compact man-
ifold is the circle

S1 =
{
eiθ : 0 ≤ θ < 2π

}
⊆ R2.

Let W be a Brownian motion on R1. Then Brownian motion on S1 is given
by Xt = eiWt . The anti-development of X is just W .
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Example 3.3.2. (Brownian motion on a sphere) Let

Sd =
{
x ∈ Rd+1 : |x|2 = 1

}
be the d-sphere embedded in Rd+1. The projection to the tangent sphere at
x is given by

P (x) ξ = ξ − 〈ξ, x〉x, x ∈ Sd, ξ ∈ Rn+1.

Hence the matirx P (x) is

P (x)ij = δij − xixj .

By (3.2.6) Brownian motion on Sd is the solution of the equation

Xi
t = Xi

0 +
∫ t

0
(δij −Xi

sX
j
s ) ◦ dW j

s , X0 ∈ Sd.

This is Stroock’s representation of spherical Brownian motion.

Our next example is Brownian motion on a radially symmetric manifold.
Such a manifold often serves as models for comparing Brownian motions on
different manifolds. The important conclusion here is that the radial part of
Brownian motion on such a manifold is a diffusion process on R+ generated
by the radial Laplacian, whereas the angular part is a Brownian motion on
the sphere Sd−1 independent of the radial process, but running on a new
time clock defined by the radial process. Thus probabilistic properties of
such a Brownian motion are essentially determined by its radial process.

The geometric setting is as follows. In the polar coordinates (r, θ) ∈
R+ × Sd−1 determined by the exponential map at its pole, the metric of a
radially symmetric manifold has the special form

ds2 = dr2 +G(r)2dθ2,

where dθ2 denotes the standard Riemannian metric on Sd−1 and G is a
smooth function on an interval [0, D) satisfying G(0) = 0, G′(0) = 1. Man-
ifolds of constant curvature K are examples of such manifolds, where

(3.3.1) G(r) =



sin
√
Kr

√
K

, K ≥ 0,

sinh
√
−K

√
−K

, K < 0.

The Laplace-Beltrami operator has the form

(3.3.2) ∆M = Lr +
1

G(r)2
∆Sd−1 ,
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where Lr is the radial Laplacian

Lr =
(
∂

∂r

)2

+ (d− 1)
G′(r)
G(r)

∂

∂r
.

Example 3.3.3. (Brownian motion on a radially symmetric manifold) Let
Xt = (rt, θt) be a Brownian motion on a radially symmetric manifold M
written in polar coordinates. Applying the martingale property of the Brow-
nian motionX to the distance function function f(r, θ) = r and using (3.3.2),
we have

(3.3.3) rt = r0 + βt +
d− 1

2

∫ t

0

G′(rs)
G(rs)

ds,

where β is a local martingale whose quadratic variation is

〈β, β〉t =
∫ t

0
Γ (r, r)(Xs) ds.

From
Γ (r, r) = |∇r|2 = 1

we have 〈β, β〉t = t; hence β is a 1-dimensional Brownian motion. It fol-
lows that the radial process is a diffusion process generated by the radial
Laplacian Lr.

We now look at the angular process. Let f ∈ C∞(Sd−1). Then, from
(3.3.2),

(3.3.4) f(θt) = f(θ0) +Mf
t +

1
2

∫ t

0

∆Sd−1f(θs)
G(rs)2

ds

for a local martingale Mf . Define a new time scale

(3.3.5) lt =
∫ t

0

ds

G(rs)2
,

and let {τt} be the inverse of {lt}. Let zt = θτt . Then (3.3.4) becomes

(3.3.6) f(zt) = f(z0) +Mf
τt +

1
2

∫ t

0
∆Sd−1f(zs) ds.

Since t 7→ Mf
τt is still a local martingale (adapted to the time-changed

filtration), we see that the time-changed angular process t 7→ zt = θτt is
a Brownian motion on Sd−1. We now prove the claim:

(3.3.7) {rt} and {zt} are independent.

Note that these two processes are adapted to different filtrations. We com-
pute the co-variation

〈Mf , β〉t =
∫ t

0
Γ (f, r)(Xs) ds =

∫ t

0
(∇f · ∇r) (Xs) ds.
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Because f is a function of θ alone, from the special form of the metric we
have ∇f · ∇r = 0; hence 〈Mf , β〉t = 0. Applying this to the coordinate
functions fα(x) = xα on the sphere Sd−1 ⊆ Rd (standard embedding), we
have 〈θα, β〉t = 0 for every α = 1, . . . , d. Let {ut} be a horizontal lift of {θt}
and {wt} the anti-development. The latter can be expressed in terms of θ;
in fact, (see Proposition 2.3.8)

wt =
∫ t

0
u−1
s Pα(θs) ◦ dθαs .

Hence,

〈w, β〉t =
∫ t

0
u−1
s Pα(θs) d〈θα, β〉s = 0.

On the other hand, since {θτt} is a Brownian motion on the sphere, {wτt}
is a euclidean Brownian motion, which implies in turn that {wt} is a local
martingale. It follows from Lemma 3.3.4 below that {wτt} is independent
of {βt}. Now {zt} is the stochastic development of {wτt}, and {rt} is the
solution of a stochastic differential equation (3.3.3) driven by β; hence {zt}
is is independent of {rt}. This proves the claim (3.3.7)

We can now construct a Brownian motion on a radially symmetric man-
ifold as a warped product. Let {rt} be a diffusion process generated by
the radial Laplacian Lr and {zt} an independent Brownian motion on Sd−1.
Define l as in (3.3.5). Then t 7→ Xt = (rt, zlt) is a Brownian motion on the
radially symmetric manifold. �

Let us write out the lemma used the above example.

Lemma 3.3.4. Let M = {Mα} be l real-valued local martingales mutually
orthogonal in the sense that 〈Mα,Mβ〉t = 0 for α 6= β. Suppose that each
〈Mα〉 is strictly increasing. Let {ταt } be its inverse and Wα

t = Mα
τα
t
. Then

{Wα} are l independent 1-dimensional Brownian motions.

Proof. Let us assume l = 2 for simplicity. We will use the martingale rep-
resentation theorem for 1-dimensional Brownian motion. This theorem can
be proved from the well known the Cameron-Martin-Maruyama theorem;
see Section 8.5.

Fix a t > 0 and let Xα ∈ FW
α

t , α = 1, 2, be square integrable. We need
to show that

E(X1X2) = EX1 · EX2.

By the martingale representation theorem, there is an FW
α

∗ -adapted process
Hα such that

Xα = EXα +
∫ t

0
Hα
s dW

α
s .
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From this we have

E(X1X2) = EX1 · EX2 + E
[∫ t

0
H1
s dW

1
s

∫ t

0
H2
s dW

2
s

]
.

Thus it is enough to show that the last term vanishes. Let

Nα
t =

∫ t

0
Hα
〈Mα〉sdM

α
s .

Then N1 and N2 are martingales adapted to the same filtration, and

E
[∫ t

0
H1
s dW

1
s

∫ t

0
H2
s dW

2
s

]
= E

(
N1
τ1
t
N2
τ2
t

)
.

Both τ1
t and τ2

t are stopping times; hence, letting τ = min
{
τ1
t , τ

2
t

}
, we have

E
(
N1
τ1
t
N2
τ2
t

)
= E

(
N1
τN

2
τ

)
= E

∫ τ

0
H1
sH

2
s d〈M1,M2〉s = 0.

The first equality is a consequence of the following general fact: if M is
an F∗-martingale and σ, τ are two stopping times, then, assuming proper
integrability conditions are satisfied, we have

E [Mσ|Fτ ] = Mmin{σ,τ};

hence, if N is another martingale, then

E (MσNτ ) = E
(
Mmin{σ,τ}Nmin{σ,τ}

)
.

The proof is completed. �

It is often useful to have a stochastic differential equation of Brownian
motion in local coordinates. Information about Brownian motion can often
be gained by writing it in a judiously chosen coordinate system.

Example 3.3.5. (Brownian motion in local coordinates) The equation for
a horizontal Brownian motion on O(M) is

dUt = Hi(Ut) ◦ dW i
t ,

where W is a d-dimensional euclidean Brownian motion. We have shown in
Proposition 2.1.3 that locally the horizontal vector fields are given by

(3.3.8) Hi(u) = ejiXj − ejie
l
mΓ

k
jl(x)Xkm,

where
Xi =

∂

∂xi
, Xkm =

∂

∂ekm
.

Hence the equation for Ut =
{
Xi
t , e

i
j(t)
}

is

(3.3.9)

{
dX i

t = eij(t) ◦ dW
j
t ,

deij(t) = −Γ ikl(Xt)elj(t)e
k
m(t) ◦ dWm

t .
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We can find an equation for the Brownian motion X itself. From the first
equation we have

(3.3.10) dXt
t = eij(t) dW

j
t +

1
2
d
〈
eij , dW

j
〉
t
.

If we let dM i
t = eij(t) dW

j
t be the martingale part, then

d
〈
M i,M j

〉
t
=

d∑
k=1

eik(t)e
j
k(t) dt.

At a frame u, by definition uel = eilXi. Hence

δlm = 〈uel, uem〉 = eilgije
j
m,

or ege† = I in matrix notation. This shows that

e†e = g−1 or
d∑

k=1

eike
j
k = gij .

Now we have
d
〈
M i,M j

〉
t
= gij(Xt) dt.

If σ is the positive definite matrix square root of g−1, then

Bt =
∫ t

0
σ(Xs)−1dMs

is a euclidean Brownin motion, and we have

dMt = σ(Xs) dBs.

From the second equation of (3.3.9) the last term in (3.3.10) becomes

d
〈
eij , dW

j
〉
t
= −Γ ikl(Xt)elm(t)ekm(t) = −glk(Xt)Γ ikl(Xt).

Therefore the equation for the Brownian motion X in local coordinates is

(3.3.11) dXi
t = σij(Xt) dB

j
t −

1
2
glk(Xt)Γ ikl(Xt) dt,

where B is a d-dimensional euclidean Brownian motion.
We can also obtain the equation for X directly from its generator in

local coordinates

∆Mf =
1√
G

∂

∂xj

(√
Ggij

∂f

∂xi

)
= gij

∂

∂xi
∂f

∂xj
+ bi

∂f

∂xi
,

where

bi =
1√
G

∂(
√
Ggij)
∂xj

.

It is an easy exercise to show that bi = gjkΓ ijk. Using this, we verify that
the generator of the solution of (3.3.11) is indeed ∆M/2.
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3.4. Distance function

Using the exponential map based at a point o, we can introduce polar coor-
dinates (r, θ) in a neighborhood of o. In these coordinates, Brownian motion
can be decomposed into the radial process rt = r(Xt) and the angular pro-
cess θt = θ(xt). In several applications of Brownian motion we will discuss
in this book, the radial process plays an important role. When we try to
separate the martingale part and the bounded variation part by applying
Itô’s formula to the distance function r, we face the problem that, although
r(x) is smooth if x is close to o, it is in general not so on the whole manifold.
More specifically, r(x) is not smooth on the cutlocus of o. Thus we have two
issues to deal with. First, we want to know locally how the distance function
reflects the geometry of the manifold, and hence the behavior of Brownian
motion. Second, we want to know how to describe the singularity of the
distance function at the cutlocus, both analytically and probabilistically.

We start our investigation of the radial process by reviewing some basic
analytic properties of the distance function. For the geometric topics in this
section we recommend Comparison Theorems in Differential Geometry by
Cheeger and Ebin [9].

For simplicity we assume that M is geodesically complete. In this case,
by the Hopf-Rinow theorem every geodesic segment can be extended in
both directions indefinitely and every pair of points can be connected by
a distance-minimizing geodesic. For each unit vector e ∈ ToM , there is a
unique geodesic Ce : [0,∞)→M such that Ċe(0) = e. The exponential map
exp : ToM →M is

exp te = Ce(t).
If we identify ToM with Rd by an orthonormal frame, the exponential map
becomes a map from Rd onto M . For small t, the geodesic Ce[0, t] is the
unique distance-minimizing geodesic between its endpoints. Let t(e) be the
largest t such that the geodesic Ce[0, t] is distance-minimizing from Ce(0) to
Ce(t). Define

C̃o = {t(e)e : e ∈ ToM, |e| = 1} .
Then the cutlocus of o is the set Co = exp C̃o. Sometimes we also call C̃o
the cutlocus of o. The set within cutlocus is the star-shaped domain

Ẽo = {te ∈ ToM : e ∈ ToM, 0 ≤ t < t(e), |e| = 1} .

On M the set within cutlocus is Eo = exp Ẽo.

Theorem 3.4.1. (i) The map exp : Ẽo → Eo is a diffeomorphism.
(ii) The cutlocus Co is a closet subset of measure zero.
(iii) If x ∈ Cy, then y ∈ Cx.
(iv) Eo and Co are disjoint and M = E0 ∪ Co. �
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Let
io = inf {t(e) : e ∈ ToM, |e| = 1}

be the injectivity radius at o. Then B(io) (centered at o) is the largest
geodesic ball on which the exponential map is a diffeomorphism onto its
image.

If (r, θ) ∈ R+ × Sd−1 are the polar coordinates on Rd, then through the
exponential map they become the polar coordinates on M centered at o,
which cover the region Eo within the cutlocus. The set they do not cover is
the cutlocus Co, a set of measure zero. The radial function r(x) = d(x, o)
is smooth on M\Co (we discount its well behaved singularity at o) and
Lipschitz on all of M . Furthermore, |∇r| = 1 everywhere on Eo = M\Co.

If X is a Brownian motion on M starting within Eo, then, before it hits
the cutlocus Co,

(3.4.1) r(Xt) = r(X0) + βt +
1
2

∫ t

0
∆Mr(Xs) ds, t < TCo ,

where TCo is the first hitting timeX of the cutlocus Co and β is a martingale.
It is in fact a Brownian motion, because

〈β, β〉t =
∫ t

0
Γ (r, r)(Xs) ds =

∫ t

0
|∇r(Xs)|2 ds = t.

The relation (3.4.1) reveals an important principle: the behavior of the ra-
dial process is controlled by the Laplacian of the distance function ∆Mr. If
we can bound ∆Mr by a known function of r, then we will be able to con-
trol r(Xt) by comparing it with a one-dimensional diffusion process. The
Laplacian comparison theorem in Riemannian geometry does just that. Be-
fore proving this theorem, we first review several basic geometric concepts
invovled in this theorem.

The Riemannian curvature tensor is defined by

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,

where X,Y, Z are vector fields on M . The sectional curvature is the qua-
dratic form

K(X,Y ) = 〈R(X,Y )Y,X〉.
If X and Y are orthogonal unit vectors spanning the two-dimensional plane
σ in the tangent space, then K(σ)

def
= K(X,Y ) is the sectional curvature

of the plane σ. It is the usual Gaussian curvature of the 2-dimensional
submanifold expσ of M at o. The Ricci curvature tensor is obtained from
the curvature tensor by contraction:

Ric(X,Y ) =
d∑
i=1

〈R(X,Xi)Xi, Y 〉,
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where {Xi} is an orthonormal basis. Note that

Ric(X,X) =
d∑
i=1

K(X,Xi).

The fully contracted curvature tensor is the scalar curvature

S =
d∑
i=1

K(Xi, Xi).

The behavior of ∆Mr will be described in terms of the growth rate of the
sectional and Ricci curvatures.

We will use KM (x) to denote the set of sectional curvatures at x:

KM (x) = {K(σ) : 2-dimensional plane σ ⊆ TxM} .

We say that the sectional curvature at x is bounded from above by K2 and
write KM (x) ≤ K2 if K(σ) ≤ K2 for every 2-dimensional plane σ in TxM .
A similar remark applies to the set of Ricci curvatures

RicM (x) = {Ric(X,X) : X ∈ TxM, |X| = 1} .

Introduce the following two functions:

(3.4.2)

{
κ1(r) ≥ sup {KM (x) : r(x) = r} ,
κ2(r) ≤ inf {RicM (x) : r(x) = r} (d− 1)−1.

Thus κ1(r) is an upper bound of all sectional curvatures on ∂B(r), and κ2(r)
is a lower bound of all Ricci curvatures on ∂B(r). Note that when M has
constant sectional curvature K, its Ricci curvature is (d − 1)K, hence the
factor (d− 1)−1.

For a given function κ on an interval [0, D), the Jacobi equation of κ is

G′′(r) + κ(r)G(r) = 0, G(0) = 0, G′(0) = 1.

Let Gi be the solution of the Jacobi equation for κi. In the constant curva-
ture case, it is given in (3.3.1).

Theorem 3.4.2. (Laplacian comparison theorem) With the notations in-
troduced above the following inequalities holds within the cutlocus:

(d− 1)
G′

1(r)
G1(r)

≤ ∆Mr ≤ (d− 1)
G′

2(r)
G2(r)

.

Proof. We sketch the proof. Fix x ∈ M within the cutlocus of o and let γ
be the unique geodesic from o to x. Let {Xi} be an orthonormal frame at
x such that X1 = Xr. The frame is defined on the geodesic γ by parallel
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translation. Thus X1 is the tangent field of the geodesic, which will also be
denoted by T . We have

∆Mr =
d∑
i=1

∇2r(Xi, Xi).

From the definition of the Hessian of a function, it is an easy exercise to show
that ∇2f(X,X) is equal to the second derivative of f along the geodesic
with the initial direction X; hence each ∇2r(Xi, Xi) is the second variation
of the distance function along the Jacobi field Ji along the geodesic γ with
the boundary values Ji(0) = 0 and Ji(r) = Xi. By the second variation
formula we have

∇2(Xi, Xi) = I(Ji, Ji),

where I(J, J) is the index form defined by

I(J, J) =
∫
γ
|∇TJ |2 − 〈R(J, T )T, J〉.

For the upper bound of ∆Mr, we define a new vector field along the geodesic
γ by

Ki(s) =
G2(s)
G2(r)

Xi.

It has the same boundary values as Ji. Hence by the index lemma (stated
in Lemma 6.7.1) I(Ji, Ji) ≤ I(Ki,Ki). Using this inequality, we can write

∆Mr ≤
d∑
i=2

∫
γ
|∇TKi|2 − 〈R(Ki, T )T,Ki〉

=
1

G2(r)2

∫ r

0

{
(d− 1)G′

2(s)
2 −G2(s)2 Ric(T, T )

}
ds

≤ d− 1
G2(r)2

∫ r

0

{
G′

2(s)
2 −G2(s)2κ2(s)

}
ds

= (d− 1)
G′

2(r)
G2(r)

.

The proof of the upper bound is similar; it is in fact easier because Ji is
orthogonal to T along γ and we can directly apply the upper bound of the
sectional curvature on the index forms. �

Remark 3.4.3. Let Xr = ∂/∂r be the radial vector field. From the proof
of the above theorem, it is clear that we only need{
κ1(r) ≥ sup {K(X,Xr) : X,Xr ∈ TxM, X ⊥ Xr, |X| = 1, r(x) = r} ,
κ2(r) ≤ inf {Ric(Xr, Xr) : Xr ∈ TxM, r(x) = r} (d− 1)−1.
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Thus κ1(r) is an upper bound of all radial sectional curvatures on ∂B(r), and
κ2(r) is a lower bound of the radial Ricci curvature on ∂B(r). This remark
should be kept in mind when we consider radially symmetric manifolds.

It follows that an upper bound on the sectional curvature yields a lower
bound on ∆Mr, whereas a lower bound on the Ricci curvature yields an
upper bound on ∆Mr. In view of (3.4.1) the probabilistic implication of
these geometric facts is that negative curvature helps to push Brownian
motion away from its starting point.

The following corollaries are immediate.

Corollary 3.4.4. Suppose that on a geodesic ball B(R) within the cutlocus
the sectional curvature is bounded from above by K2

1 and the Ricci curvature
is bounded from below by −(d− 1)K2

2 . Then

(d− 1)K1 cotK1r ≤ ∆Mr ≤ (d− 1)K2 cothK2r.

�

Corollary 3.4.5. We have

∆Mr =
d− 1
r

+O(r).

In particular, r∆Mr is uniformly bounded on any compact subset of M
within the cutlocus. �

Remark 3.4.6. From Corollary 3.4.5 the dominating term of the drift of
the radial process is (d− 1)/2r. This implies, as in the euclidean case, that,
for dimensions 2 and higher, Brownian motion never returns to its starting
point; see the proof of Proposition 3.5.3.

3.5. Radial process

The results in the last section give a good picture of the behavior of ∆Mr at
smooth points. These estimates on ∆Mr can be used to control the radial
process within the cutlocus using (3.4.1). But in many applications we need
to deal with the radial process beyond the cutlocus. A close look at the
simplest case M = S1 reveals that there should be a continuous additive
functional supported on the cutlocus which helps push the radial process
towards the origin:

(3.5.1) r(Xt) = r(X0) + βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lt,

where L should be a nondecreasing process which increases only when X is
on the cutlocus. Our task in this section is to prove this decomposition.

We start with an observation. Because the cutlocus Co has Riemannian
volume measure zero, the amount of time Brownian motion spends on Co has
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Lebesgue measure zero, for if pM (t, x, y) is the transition density function of
the Brownian motion, then

Ex
∫ e(X)

0
ICo(Xs) ds =

∫ ∞

0
ds

∫
Co

pM (t, x, y) dy = 0.

We will discuss the transition density function (the heat kernel) in the next
chapter. According to Corollary 3.4.5 r∆Mr is uniformly bounded on
any compact subset of M . This together with the facts that X does not
spend time on Co and that X does not visit the starting point o shows that
the integral on the right side of (3.5.1) is well defined up to the explosion
time e(X).

We now come to the main result of this section. If pressed for time and
energy, you can safely skip the (not so short) proof of Theorem 3.5.1 (but
not the statement itself) without interrupting the understanding of the rest
of the book. What you will miss is an opportunity to appreciate the crucial
part played by the simple triangle inequality for the distance function in the
decomposition of the radial process.

Theorem 3.5.1. Suppose that X is a Brownian motion on a Riemannian
manifold M . Let r(x) = d(x, o) be the distance function from a fixed point
o ∈ M . Then there exist a one-dimensional euclidean Brownian motion
β and a nondecreasing process L which increases only when Xt ∈ Co (the
cutlocus of o) such that

r(Xt) = βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lt, t < e(X).

Proof. It is enough to prove the decomposition before the first exit time
of an arbitrarily large geodesic ball. Thus for simplicity we will assume the
injectivity radius

iM = inf {ix : x ∈M}
is strictly positive. Suppose that x 6∈ B(o; iM/2) and let γ : [0, r(x)] → M
be a distance-minimizing geodesic joining o and x. Then the geodesic γ :
[iM/4, r(x)]→M from γ(iM/4) to x can be extended beyond γ(iM/4) and
remains distance-minimzing; hence γ(iM/4) does not belong to the cutlocus
of x, i.e., γ(iM/4) 6∈ Cx; by symmetry, x 6∈ Cγ(iM/4) (see Theorem 3.4.1
(iv)). Since the cutlocus of a point is closed, there exists an ε0 such that
the ball B(x; ε0) does not intersect Cγ(iM/4). Furthermore we can choose ε0
such that it has the above property for all x ∈ M\B(o; iM/2). We fix such
an ε0 for the rest of the proof.

Let ε ≤ min {ε0, iM} /4, and

Dε = {x ∈M : d(x,Co) < ε}
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the ε-neighborhood of the cutlocus Co. Now let {σn} be the successive times
X moves by a distance of ε, i.e., σ0 = 0 and

σn = inf
{
t > σn−1 : d

(
Xt, Xσn−1

)
= ε
}
.

For a fixed t, we let tn = t ∧ σn and xn = Xtn ; then

r(Xt)− r(X0) =
∑
n≥1

{r(xn)− r(xn−1)} .

For each term, we consider two cases depending on whether or not the
starting point xn−1 ∈ Dε.

Case 1. xn−1 6∈ Dε. In this case Xs 6∈ Co for t ∈ [tn−1, tn]. Since r(x) is
smooth away from Co, we have

(3.5.2) r(xn)− r(xn−1) = βtn − βtn−1 +
1
2

∫ tn

tn−1

∆Mr(Xs) ds.

Case 2. xn−1 ∈ Dε. In this case let γ : [0, r(xn−1)] → M be a distance-
minimizing geodesic joining o and xn−1. Let yn−1 = γ(iM/4), and let
r∗(x) = d(x, yn−1) be the distance function based at yn−1. The reader
is encouraged to draw a picture of the various points introduced so far in
order to understand the situation. Now we have

r(xn) ≤ r∗(xn) +
iM
4
,

r(xn−1) = r∗(xn−1) +
iM
4

;

the first relation follows from the triangle inequality for the triangle oyn−1xn
and r(yn−1) = iM/4, and the second relation holds because the three points
o, yn−1, and xn−1 lie on the distance-minimizing geodesic γ. Hence

(3.5.3) r(xn)− r(xn−1) ≤ r∗(xn)− r∗(xn−1).

This simple-looking inequality is the key step of the proof. Since r(xn−1) ≥
iM/2 and ε ≤ ε0/4, the ball B(xn−1; ε) does not intersect the cutlocus of
yn−1; thus Xs is within the cutlocus of yn−1 for t ∈ [tn−1, tn]. Thus the
distance function r∗ (based at yn−1) is smooth for this range of time, and
we have

r∗(xn)− r∗(xn−1)(3.5.4)

= βntn−tn−1
+

1
2

∫ tn−tn−1

0
∆Mr

∗(Xs+tn−1) ds

for some Brownian motion βn. In fact,

βntn − β
n
tn−1

=
∫ tn

tn−1

Hir̃
∗(Us) dW i

s ,

where W is the anti-development of X.
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Putting the two cases together, we have

(3.5.5) r(Xt) = r(X0) + βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lε(t) +Rε(t),

where

(3.5.6) Lε(t) =
∞∑
n=1

λnIDε(Xtn−1)

with (see (3.5.3))

λn = r∗(Xtn)− r∗(Xtn−1)− r(Xtn) + r(Xtn−1) ≥ 0

and

Rε(t) =
∑
n≥1

[
βntn−tn−1

− (βtn − βtn−1)
]
IDε(Xtn−1)

+
1
2

∑
n≥1

[∫ tn

tn−1

{∆Mr
∗(Xs)−∆Mr(Xs)} ds

]
IDε(Xtn−1)

def= mε(t) + bε(t).

We now show that Rε(t)→ 0 as ε→ 0.
In the sum mε(t), the summands are orthogonal because they are sto-

chastic integrals with respect to the Brownian motion W on disjoint time
intervals. Hence we have

E|mε(t)|2 =
∞∑
n=1

E|βntn−tn−1
− (βtn − βtn−1)|2IDε(Xtn−1)

≤ 2
∞∑
n=1

E
{
|βntn−tn−1

|2 + |βtn − βtn−1 |2
}
IDε(Xtn−1)

= 4
∞∑
n=1

E|tn − tn−1|IDε(Xtn−1).

We observe that since Xtn−1 ∈ Dε, during the time interval [tn−1, tn], the
process Xs stays within 2ε from the cutlocus Co, i.e., Xs ∈ D2ε. Therefore
as ε→ 0,

E|mε(t)|2 ≤ 4
∫ t

0
ID2ε(Xs) ds→ 4

∫ t

0
ICo(Xs) ds = 0.

For the second term bε(t) of Rε(t), we observe that by Corollary 3.4.5
∆Mr and ∆Mr

∗ are uniformly bounded on D2ε by a constant independent
of ε. Hence as ε ↓ 0 we have again

E |bε(t)| ≤ C E
∫ t

0
IC2ε(Xs) ds→ C

∫ t

0
ICo(Xs) ds = 0.



96 3. Brownian Motion on Manifolds

Now that the error term E|Rε(t)| → 0, we conclude from (3.5.5) that the
limit Lt = limε→0 Lε(t) exists and

r(Xt) = r(X0) + βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lt.

From (3.5.6), Lε(t) increases by a nonnegative amount each time t crosses a
tn−1 such that d(Xtn−1 , Co) ≤ ε. Therefore the limit Lt, which is obviously
continuous, is nondecreasing and can only increase when Xt ∈ Co. �

Remark 3.5.2. In the language of Markov processes, L is a positive con-
tinuous additive functional of the Brownian motion X supported on the
cutlocus Co. By general theory, every such functional is generated by a
nonnegative measure ν on its support. It can be shown that

∆Mr = ∆Mr
∣∣
M\Co

− 2ν,

where the ∆Mr on the left side should be interpreted in the distributional
sense. �

The importance of Theorem 3.5.1 lies in the fact that it allows us to
use the radial process beyond the cutlocus. In most applications, what we
need is an upper bound on the radial process, so we can simply throw away
the term L on the cutlocus. The quantitive lower bound for the exit time of
Brownian motion from a geodesic ball we will prove in the next section is a
case in point. Without Theorem 3.5.1, we would have to confine ourselves
to a geodesic ball within the cutlocus.

We now prove a useful comparison theorem for the radial process.

Theorem 3.5.3. Let M be a Riemannian manifold and rt = r(Xt) the
radial process of a Brownian motion X on M :

rt = βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lt, t < e(X).

Let κ be a continuous function on [0,∞) and G the solution of the Jacobi
equation:

(3.5.7) G′′(r) + κ(r)G(r) = 0, G(0) = 0, G′(0) = 1.

Let ρ be the unique nonnegative solution of the equation

(3.5.8) ρt = r0 + βt +
d− 1

2

∫ t

0

G′(ρs)
G(ρs)

ds.

(i) Suppose that

κ(r) ≥ max {KM (x) : r(x) = r} .
Then e(ρ) ≥ e(X) and ρt ≤ rt for t < TCo, the first hitting time of the
cutlocus Co.
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(ii) Suppose that

κ(r) ≤ inf {RicM (x) : r(x) = r} .
Then e(ρ) ≤ e(X) and ρt ≥ rt for all t < e(ρ).

Proof. The two parts being similar, we prove (ii), and leave the proof of (i)
to the reader. We first show that (3.5.8) has a unique nonnegative solution.
Let, for y > 0,

l(y) =
d− 1

2
√
y
G′(
√
y)

G(
√
y)

+ 1.

Then from (3.5.7) we see that l(y) = d+O(y2). Define l(0) = 0 and extend
l to R1 by, say, l(y) = l(−y) for y < 0. Then l is locally Lipschitz on R1.
Consider the equation

(3.5.9) dyt = 2
√
y+
t dβt + l(yt)dt, y0 = |r0|2.

This equation is obtained from (3.5.8) by setting yt = ρ2
t . By the well known

Yamada’s theorem (see Theorem IV.3.2 in Ikeda and Watanabe [48]), this
equation has a unique solution. Furthermore, since l(0) = d ≥ 2, the solution
yt > 0 for all t > 0 (loc. cit., Example IV.8.2). It follows that ρt =

√
yt is

the unique nonnegative solution for (3.5.8).
We now prove that ρt ≥ rt for t < e(ρ) ∧ e(X). We have

G′
2(r)

G2(r)
=

1
r

+ h(r),

where h is locally Lipschitz on [0,∞) and h(0) = 0. Since we only need to
show ρt ≥ rt for rt and ρt confined to an arbitrarily fixed large interval, for
the sake of convenience we may assume that h is globally Lipschitz. For any
smooth function f on R1 we have

2
d− 1

· d {f(rt − ρt)} = f ′(rt − ρt) (h(rt)− h(ρt)) dt

− f ′(rt − ρt)
[(

rt − ρt
rtρt

)
dt+ dLt

]
If f has the properties that f(x) = 0 for x ≤ 0 and 0 ≤ f ′(x) ≤ 1, then the
last expression on the right side is nonnegative, and we have

f(rt − ρt) ≤ C
∫ t

0
|rs − ρs|ds

for some constant C. Let {fn} be a sequence of smooth functions with the
said properties such that fn(x) → x+ as n ↑ ∞. Replacing f by fn in the
above inequality and taking the limit, we have

(rt − ρt)+ ≤ C
∫ t

0
(rs − ρs)+ ds.
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It follows that (rt − ρt)+ = 0, which implies immediately e(ρ) ≤ e(X) and
ρt ≥ rt for t < e(ρ). The proof is completed. �

3.6. An exit time estimate

In various applications we need an upper bound for P {τ1 ≤ T}, where τ1 is
the first exit time from the geodesic ball of radius 1 centered at the starting
point. We have mentioned earlier that a lower bound on the Ricci curvature
implies an upper bound on the escape rate for Brownian motion. Thus we
expect an upper bound of the probability P {τ1 ≤ T} in terms of the lower
bound of the Ricci curvature on the geodesic ball.

Theorem 3.6.1. Suppose that L ≥ 1 and

RicM (z) ≥ −L2 for all z ∈ B(x; 1).

Let τ1 be the first exit time of Brownian motion from B(x; 1). Then there
is a constant C depending only on d = dimM such that

Px
[
τ1 ≤

C

L

]
≤ e−L/2.

Proof. Let rt = d(Xt, x) be the radial process. By Theorem 3.5.1 there is
a Brownian motion such that

rt = βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lt,

where the nondecreasing process L increases only when Xt is on Cx, the
cutlocus of x. From

r2t = 2
∫ t

0
rsdrs + 〈r, r〉t

and 〈r, r〉t = 〈β, β〉t = t, we have

(3.6.1) r2t ≤ 2
∫ t

0
rsdβs +

∫ t

0
rs∆Mr(Xs) ds+ t.

By the Laplacian comparison theorem (Corollary 3.4.4), for r ≤ 1,

∆Mr ≤ (d− 1)L cothLr.

This together with the inequality l coth l ≤ 1 + l for all l ≥ 0 gives

r∆Mr ≤ (d− 1)Lr cothLr ≤ (d− 1)(1 + L).

We now let t = τ1 in (3.6.1), and obtain

1 ≤ 2
∫ τ1

0
rsdβs + (2dL) τ1.
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If we take C = 1/8d, then from the above inequality the event {τ1 ≤ C/L}
implies ∫ τ1

0
rsdβs ≥

3
8
.

By Lévy’s criterion, there is a Brownian motion W such that∫ τ1

0
rsdβs = Wη,

where
η =

∫ τ1

0
r2sds ≤ τ1 ≤

C

L
.

Hence {τ1 ≤ C/L} implies

max
0≤s≤C/L

Ws ≥Wη ≥
3
8
.

The random variable on the left side is distributed as
√
C/L|W1|. It follows

that

Px
[
τ1 ≤

C

L

]
≤ Px

[
|W1| ≥

√
9L
8

]
≤ e−L/2.

�



Chapter 4

Brownian Motion and
Heat Semigroup

Heat kernels and heat semigroups are objects of intensive research in geom-
etry. Their link to stochastic analysis is based on the fact that the minimal
heat kernel pM (t, x, y) is the transition density function of Brownian motion.
When a geometric problem lends itself to a probabilistic interpretation, it
can be investigated by stochastic techniques. In this chapter, after review-
ing basic properties of heat kernels and heat semigroups, we provide two
such examples. The first one concerns the conservation of the heat kernel;
namely, we want to find geometric conditions under which∫

M
pM (t, x, y) dy = 1.

The probabilistic connection is provided by the identity

Px {t < e} =
∫
M
pM (t, x, y) dt.

Therefore we seek geometric conditions under which Brownian motion does
not explode. The second example is the so-called C0-property, also called
the Feller property, which states that the heat semigroup

Ptf(x) =
∫
M
pM (t, x, y)f(y) dy

preserves the space of continuous functions on M vanishing at infinity. This
property is shown to be equivalent to

lim
r(x)→∞

Px {TK ≤ t} = 0, for all t > 0, K compact.

101
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Probabilistically, both problems boil down to controlling the radial process
of Brownian motion, a topic to which we have devoted the last three sections
of Chapter 3. Other problems of similar flavor discussed in this chapter
include recurrence and transience of Brownian motion and comparison the-
orems for heat kernels. A theme common to all the above applications
is comparing Brownian motion on a manifold with Brownian motion on a
suitably chosen model manifold, which in most cases is a radially symmetric
manifold. On such a manifold, Brownian motion reduces essentially to a
one-dimensional diffusion for which the problem can be exactly solved (see
Example 3.3.3).

4.1. Heat kernel as transition density function

Let M be a Riemannian manifold. As before we use Px to denote the law of
Brownian motion (Wiener measure) onM starting from x. It is a probability
measure on the filtered path space (W (M),B(W (M))∗). We will denote the
coordinate process on this path space by X, i.e., Xt(ω) = ωt. The transition
density function pM (t, x, y) for Brownian motion is determined by

Px {Xt ∈ C, t < e} =
∫
C
pM (t, x, y) dy, C ∈ B(M),

where the integal is with respect to the Riemannian volume measure. It is
well known that if M = Rd, then

pRd(t, x, y) =
(

1
2πt

)d/2
e−|x−y|

2/2t.

That such a function exists for a general Riemannian manifold is a basic re-
sult from differential geometry. In this section we will study basic properties
of the heat kernel needed for the rest of the book. The book Eigenvalues in
Riemannian Geometry by Chavel [8] contains an extensive discussion on the
heat kernel on a Riemannian manifold. We also recommend the excellent
exposition by Dodziuk [19].

In what follows we will use LM (or L if the manifold is understood) to
denote the heat operator on M :

LM =
∂

∂t
− 1

2
∆M .

We begin with the Dirichlet heat kernel pD(t, x, y) for a smooth domain
on M . Its basic properties are summarized in the following theorem.

Theorem 4.1.1. Suppose that D is a smooth, relatively compact domain
on a Riemannian manifold M . There exists a unique continuous function
pD(t, x, y) on (0,∞)×D ×D such that
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(1) pD(t, x, y) is infinitely differentiable and strictly positive on (0,∞)×
D ×D;

(2) for every fixed y ∈ D, it satisfies the heat equation in (t, x):

LxpD(t, x, y) = 0, (t, x) ∈ (0,∞)×D;

(3) for every fixed y ∈ D, it satisfies the Dirichlet boundary condition:
pD(t, x, y) = 0 for x ∈ ∂D;

(4) for every fixed y ∈ D and every bounded continuous function f on
D,

lim
t↓0

∫
D
pD(t, x, y)f(x) dx = f(y), y ∈ D;

(5) pD(t, x, y) = pD(t, y, x);

(6) pD(t+ s, x, y) =
∫
D
pD(t, x, z)pD(s, z, y) dz

(Chapman-Kolmogorov equation);

(7)
∫
D
pD(t, x, y) dy ≤ 1. The inequality is strict if M\D is nonempty.

Whenever necessary, we define pD(t, x, y) = 0 if x or y lies outside D.
We want to connect pD(t, x, y) with the law of Brownian motion Px. First
we prove an immediate consequence of the above theorem.

Proposition 4.1.2. Under the same condition as in the above theorem,
suppose further that f is a bounded continuous function on D. Then

uf (t, x) =
∫
D
pD(t, x, y)f(y) dy

is the unique solution of the initial-boundary value problem

(4.1.1)


LMuf (t, x) = 0, (t, x) ∈ (0,∞)×D;
uf (t, x) = 0, (t, x) ∈ (0,∞)× ∂D;
limt↓0 uf (t, x) = f(x), x ∈ D.

Proof. The fact that uf is a solution of the initial-boundary value problem
follows directly from the properties of the Dirichlet heat kernel stated in
Theorem 4.1.1. To prove the uniqueness we suppose that v is another
solution and let h = uf − v. Then h has zero boundary value and satisfies
the heat equation. Now,

d

dt

∫
D
h(t, x)2dx = 2

∫
D
h(t, x)

d

dt
h(t, x) dx =

∫
D
h(t, x)∆Mh(t, x) dx.

Using Green’s theorem, we have
d

dt

∫
D
h(t, x)2dx = −

∫
D
|∇h(t, x)|2dx ≤ 0.
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Thus
∫
D
h(t, x)2dx is nonincreasing in t. But h(0, x) = 0; hence h(t, x) = 0

and uf (t, x) = v(t, x). �

Next, we identify the Dirichlet heat kernel pD(t, x, y) as the transition
density function of Brownian motion killed at the first exit time from D:

τD = inf {t : Xt 6∈ D} .

Proposition 4.1.3. Let pD(t, x, y) be the Dirichlet heat kernel of a relatively
compact domain D on a Riemannian manifold, and τD the first exit time of
Brownian motion on M from D. Then

Px {Xt ∈ C, t < τD} =
∫
C
pD(t, x, y) dy.

In other words, the heat kernel pD(t, x, y) is the transition density function
of Brownian motion on M killed at ∂D.

Proof. The coordinate process X on (W (M),B∗,Px) is a Brownian motion
on M . By Proposition 4.1.2

u(t, x) =
∫
D
pD(t, x, y)f(y) dy

is the solution of the initial-boundary value problem (4.1.1). Since Px is
an ∆M/2-diffusion measure, after applying Itô’s formula to u(t− s,Xs) we
have, for s < t ∧ τD,

u(t− s,Xs) = u(t, x)

+martingale− 1
2

∫ s

0
LMu(t− v,Xv) dv.

The last term vanishes because u is a solution to the heat equation. Letting
s = t ∧ τD (or more precisely, letting s = sn = tn ∧ τDn and n ↑ ∞, where
tn ↑↑ t and {Dn} is an exhaustion of D) and taking the expectation, we
have

Exu (t− t ∧ τD, Xt∧τD) = u(t, x).
Using the fact that u vanishes on the boundary of D, we have

Ex {f(Xt), t < τD} = u(t, x) =
∫
D
pD(t, x, y)f(y) dy,

which is equivalent to what we wanted to prove. �

Let {Dn} be an exhaustion ofM , namely a sequence of smooth, relatively
compact domains of M such that Dn ⊆ Dn+1 and Dn ↑M . For a bounded,
nonnegative smooth function f on M ,

(4.1.2) Px {f(Xt), t < τDn} =
∫
M
pDn(t, x, y)f(y) dy.
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Hence ∫
M

{
pDn+1(t, x, y)− pDn(t, x, y)

}
f(y) dy

= Px
{
f(Xt), τDn ≤ t < τDn+1

}
≥ 0.

This shows that
pDn+1(t, x, y) ≥ pDn(t, x, y).

The heat kernel of M is defined by

pM (t, x, y) = lim
n→∞

pDn(t, x, y).

The limit pM (t, x, y) is independent of the choice of the exhaustion {Dn}.
It is called the minimal heat kernel of M . We state the main properties
of pM (t, x, y) in the next theorem. Most of them are inherited directly from
those of pDn(t, x, y).

Theorem 4.1.4. Suppose that M is a Riemannian manifold. Then the
minimal heat kernel pM (t, x, y) has the following properties:

(1) pM (t, x, y) is infinitely differentiable and strictly positive on (0,∞)
×M ×M ;

(2) for every fixed y ∈M , it satisfies the heat equation in (t, x):

LxpM (t, x, y) = 0, (t, x) ∈ (0,∞)×M ;

(3) for every fixed y ∈M and every bounded continuous function f on
M ,

lim
t↓0

∫
M
pM (t, x, y)f(x) dx = f(y);

(4) pM (t, x, y) = pM (t, y, x);

(5) pM (t+ s, x, y) =
∫
M
pM (t, x, z)pM (s, z, y) dz

(Chapman-Kolmogorov equation);

(6)
∫
M
pM (t, x, y) dy ≤ 1.

A function pM (t, x, y) satisfying (1)-(3) of the above theorem is called a
fundamental solution of the heat operator LM . The following result explains
the reason for calling pM (t, x, y) the minimal heat kernel.

Theorem 4.1.5. Let p(t, x, y) be a fundamental solution of the heat operator
LM . Then pM (t, x, y) ≤ p(t, x, y).

Proof. Let f be a bounded, nonnegative, smooth function on M with com-
pact support. By definition

u(t, x) =
∫
p(t, x, y)f(y) dy
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is a solution of the heat equation. Its initial value is f in the weak sense;
that is, for any continuous function g with compact support we have∫

M
g(x)u(t, x) dx =

∫
M
f(y)

∫
M
g(x)p(t, x, y) dx

→
∫
M
f(y)g(y) dy, as t ↓ 0.

For an ε > 0, applying Itô’s formula as in the proof of Proposition 4.1.3,
we see that s 7→ u(t+ ε− s,Xs) is a local martingale up to time t∧ e; hence
for any relatively compact smooth domain D of M ,

u(t+ ε, x) = Exu (t+ ε− t ∧ τD, Xt∧τD) .

Since u is nonnegative, from the above relation we have

u(t+ ε, x) ≥ Ex {u(ε,Xt), t < τD} =
∫
M
pD(t, x, y)u(ε, y) dy.

Now let ε ↓ 0. We have

u(t, x) ≥
∫
M
pD(t, x, y)f(y) dy,

or equivalently, for f ≥ 0,∫
M
p(t, x, y)f(y) dy ≥

∫
M
pD(t, x, y)f(y) dy.

This shows that p(t, x, y) ≥ pD(t, x, y) for any relatively compact domain
D. Letting D ↑M , we obtain p(t, x, y) ≥ pM (t, x, y). �

From (4.1.2) and the fact that τDn ↑ e we have

Ex {f(Xt), t < e} =
∫
M
pM (t, x, y)f(y) dy,

or equivalently,

(4.1.3) Px {Xt ∈ C, t < e} =
∫
C
pM (t, x, y) dy, C ∈ B(M).

We have proved the following result.

Proposition 4.1.6. The minimal heat kernel pM (t, x, y) is the transition
density function of Brownian motion on M .
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4.2. Stochastic completeness

In this section we study the explosion time of Brownian motion on a Rie-
mannian manifold. Specifically, we want to find geometric conditions which
guarantee that Brownian motion does not explode, and give examples of
(complete) Riemannian manifolds on which Brownian motion does explode.

Letting C = M in (4.1.3), we have

Px {t < e} =
∫
M
pM (t, x, y) dy.

A Riemannian manifold is said to be stochastically complete if for every x
with probability 1 a Brownian motion starting from x does not explode, i.e.,

Px {e =∞} = 1, ∀x ∈M.

Equivalently, M is stochastically complete if and only if the minimal heat
hernel is conservative, that is, for all (t, x) ∈ (0,∞)×M ,

(4.2.1)
∫
M
pM (t, x, y) dy = 1.

A few remarks about the above definition are in order. If (4.2.1) holds
for one t > 0 and one x ∈M , then it holds for all (t, x) ∈ (0,∞)×M . To see
this, we integrate the Chapman-Kolmogorov equation for the heat kernel

pM (t, x, y) =
∫
M
pM (s, x, z)pM (t− s, z, y) dz, 0 < s < t,

and obtain ∫
M
pM (t, x, y) dy ≤

∫
M
pM (s, x, z) dz ≤ 1.

Thus (4.2.1) implies that the equality must hold throughout, and hence∫
M
pM (s, z, y) dy = 1, (s, z) ∈ (0, t)×M.

The equality for large times can be obtained from this by repeatedly using
the Chapman-Kolmogorov equation.

A relatively compact domain D which is not the whole manifold is of
course not stochastically complete:

Px {t < τD} =
∫
D
pD(t, x, y) dy < 1.

Of course in this case D is not geodesically complete (meaning complete as
a metric space with the Riemannian distance function). The plane M = R2

with one point removed is an example of a stochastically complete manifold
which is not geodesically complete.
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One motivation for studying the problem of stochastic completeness is
the following L∞-uniqueness of the heat equation for stochastically complete
manifolds.

Theorem 4.2.1. Let M be a stochastically complete Riemannian manifold.
Let f be a uniformly bounded, continuous function on M . Let u(t, x) be
uniformly bounded solution of the initial-boundary value problem:{

LMu = 0, (t, x) ∈ R+ ×M,

limt↓0 u(t, x) = f(x), x ∈M.

Then u(t, x) = Ex {f(Xt)}.

Proof. The process s 7→ u (t− s,Xs) is a uniformly bounded martingale up
to time t ∧ e; hence for any bounded domain D such that x ∈ D we have

u(t, x) = Exu (t− t ∧ τD, Xt∧τD)

= Ex {f (Xt)) , t < τD}+ E {u (t− τD, XτD) , t ≥ τD} .

Now let D go through an exhaustion {Dn} of M . From τDn ↑ ∞ and the
uniform boundedness of u the last term tends to zero as n ↑ ∞; hence
u(t, x) = Exf(Xt). �

From now on we will assume that M is a complete Riemannian manifold.
Our goal is to find sufficient geometric conditions for stochastic complete-
ness and noncompleteness. These conditions are obtained by comparing the
radial process of Brownian motion on the manifold with a one-dimensional
diffusion process for which a necessary and sufficient condition for explosion
is known. This theme of comparison will be played many times in this and
the next few sections. The crucial comparison theorem for the radial process
is provided by Theorem 3.5.3. For one-dimensional diffusion processes, the
following criteria are well known.

Proposition 4.2.2. Let I = (c1, c2) with −∞ ≤ c1 < c2 ≤ ∞. Let a and b
be continuous functions on I such that a(x) > 0 for all x ∈ I. Define, for a
fixed c ∈ I,

s(x) =
∫ x

c
exp

[
−2
∫ y

c

b(z)
a(z)

dz

]
dy,

l(x) =
∫ x

c
exp

[
−2
∫ y

c

b(z)
a(z)

dz

]{∫ y

c
exp

[
2
∫ z

c

b(ξ)
a(ξ)

dξ

]
dz

a(z)

}
dy.

Let Px be the diffusion measure starting from x, where

L =
1
2
a(x)

(
d

dx

)2

+ b(x)
d

dx
.

Then:
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(i) Px {e =∞} = 1 if and only if l(c1) = l(c2) =∞;

(ii) Px {e <∞} = 1 if and only if one of the following three conditions
is satisfied:

(1) l(c1) <∞ and l(c2) <∞;
(2) l(c1) <∞ and s(c2) =∞;
(3) l(c2) <∞ and s(c1) = −∞.

Proof. This is Theorem VI.3.2 in Ikeda and Watanabe [48]. �

We have indicated before that a lower bound on the Ricci curvature
gives an upper bound on the growth of the radial process of a Brownian
motion. It is then to be expected that a growth condition on the lower
bound of the Ricci curvature will provide a sufficient condition for stochastic
completeness. This is what we will prove in the next theorem.

Recall that the Jacobi equation for a function κ defined on [0,∞) is

(4.2.2) G′′(r) + κ(r)G(r) = 0, G(0) = 0, G′(0) = 1.

Proposition 4.2.3. Suppose that M is a complete Riemannian manifold
and o ∈ M a fixed point on M . Let r(x) = d(x, o). Suppose that κ(r) is a
negative, nonincreasing, continuous function on [0,∞) such that

κ(r) ≤ (d− 1)−1 inf {RicM (x) : r(x) = r} .

Let G be the solution of the Jacobi equation (4.2.2) for κ, and define, for a
fixed c > 0,

(4.2.3) I(G) =
∫ ∞

c
G(r)1−ddr

∫ r

c
G(s)d−1ds.

If I(G) =∞, then M is stochastically complete.

Proof. The radial process r(Xt) has the decomposition

r(Xt) = βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lt.

By Theorem 3.4.2 we have

(4.2.4) ∆Mr ≤ (d− 1)
G′(r)
G(r)

.

Let ρ be the unique nonnegative solution of the equation

(4.2.5) ρt = βt +
d− 1

2

∫ t

0

G′(ρs)
G(ρs)

ds.

By Theorem 3.5.3 e(X) ≥ e(ρ) and r(Xt) ≤ ρt for all t < e(ρ). By Lemma
4.2.2 the condition on G implies that ρ does not explode. It follows that X
cannot explode under the same condition. �
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By converting the integral condition (4.2.3) in the above theorem into
a growth condition on the Ricci curvature, we obtain a sufficient condition
for stochastic completeness.

Theorem 4.2.4. Let M be a complete Riemannian manifold. Suppose that
κ(r) is a negative, nonincreasing, continuous function on [0,∞) such that

κ(r) ≤ (d− 1)−1 inf {RicM (x) : r(x) = r} .

If

(4.2.6)
∫ ∞

c

dr√
−κ(r)

=∞,

then M is stochastically complete.

Proof. We need to show that (4.2.6) implies that I(G) =∞. The function
−κ(r) = G′′(r)/G(r) is assumed to be nondecreasing. Integrating by parts,
we have ∫ r

0
G(r)2d {−κ(s)} = G′′(r)G(r)−G′(r)2 + 1.

Hence G′′(r)G(r)−G′(r)2 ≥ −1, or

(4.2.7)
[
G′(r)
G(r)

]2

≤ G′′(r)
G(r)

+
1

G′(r)2
≤ −C1κ(r)

for r ≥ c and C1 = 1− κ(c)−1G′(c)−2. Integrating by parts again, we have∫ r

c
G(s)d−1ds =

1
d

∫ r

c

d
{
G(s)d

}
G′(s)

≥ 1
d

G(r)d

G′(r)
− 1
d

G(c)d

G′(c)
−
∫ r

c
G(s)d d

{
1

G′(s)

}
≥ 1
d

G(r)d

G′(r)
− 1
d

G(c)d

G′(c)
.

The last inequality holds because G′(s) is nondecreasing. Multiply the above
inequality by G(r)1−d and integrating from c to ∞, we have

I(G) ≥ 1
d
√
C1

∫ ∞

c

dr√
−κ(r)

− C2,

where

C2 =
1
d

G(c)d

G′(c)

∫ ∞

c
G(r)1−ddr.

The last integral is finite because G grows at least exponentially. The proof
is completed. �
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Remark 4.2.5. In a remarkable work Grigorian [32] proved a stronger re-
sult: if ∫ ∞

c

rdr

ln |B(r)|
=∞,

then M is stochastically complete. Here |B(r)| is the volume of the geodesic
ball of radius r. This shows that it is the growth of the volume that lies
at the heart of the problem of stochastic completeness. The fact that the
Ricci curvature condition (4.2.6) implies the volume growth condition can
be proved by standard volume comparison theorems in differential geometry
(cf. Bishop and Crittenden [4]). In the next section we will meet the Ricci
curvature growth condition (4.2.6) again in a different context.

Our discussion of stochastic completeness will not be complete without
demonstrating a result in the opposite direction. We will assume that M is
a Cartan-Hadamard manifold so that the cutlocus is empty. See Section
6.1 for a discussion of such manifolds.

Proposition 4.2.6. Suppose that M is a Cartan-Hadamard manifold, i.e.,
a complete, simply connected manifold with nonpositive sectional curvature.
Let o ∈ M be a fixed point, and r(x) = d(x, o). Let κ(r) be a nonpositive,
nonincreasing, continuous function on [0,∞) such that

κ(r) ≥ sup {KM (x) : r(x) = r} .
Let G be the solution of the Jacobi equation (4.2.2) for κ and define I(G)
as in (4.2.3). If I(G) <∞, then M is not stochastically complete.

Proof. By the Cartan-Hadamard theorem, the cutlocus is empty. Hence
we have

r(Xt) = βt +
1
2

∫ t

0
∆Mr(Xs) ds.

By Theorem 3.4.2 we have

∆Mr ≥ (d− 1)
G′(r)
G(r)

.

Define ρ as in (4.2.5). The condition on G implies that Px {e(ρ) <∞} = 1
by Proposition 4.2.2. On the other hand, by Theorem 3.5.3 r(Xt) ≥ ρt;
hence e(X) ≤ e(ρ). It follows that Px {e(X) <∞} = 1 and M is not
stochastically complete. �

We end this section with an example of a complete but not stochastically
complete manifold.

Example 4.2.7. Let M be a Cartan-Hadamard manifold. Suppose that
there is an ε ∈ (0, 1] such that

KM (x) ≤ −16 r(x)2+ε − 6.
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Then M is not stochastically complete. To see this, consider the function

G(r) = rer
2(1+ε)

.

Then G(0) = 0, G′(0) = 1, and by an easy calculation,

G′′(r)
G(r)

≤ 6 + 16r2+ε.

Under the assumption on the sectional curvature, we can take

κ(r) = −G
′′(r)
G(r)

.

By the preceding proposition, M is not stochastically complete if we can
prove that I(G) <∞. To this end we first exchange the order of integrations
in the definition of I(G) to obtain

I(G) =
∫ ∞

c
G(s)d−1ds

∫ ∞

s
G(r)1−ddr.

For the inside integral we have∫ ∞

s
G(r)1−ddr =

−1
(d− 1)(2 + ε)

∫ ∞

s
r−(d+ε)d

{
e−(d−1)r2+ε

}
≤ 1

(d− 1)(2 + ε)
G(s)(1−d)

s1+ε
.

It follows that

I(G) ≤ 1
(d− 1)(2 + ε)

∫ ∞

c

ds

s1+ε
<∞.

Remark 4.2.8. The curvature condition (4.2.6) is sharp. Varopoulos [70]
showed that under certain minor technical assumptions, the condition∫ ∞

c

dr√
−κ(r)

<∞

implies that M is not stochastically complete.

4.3. C0-property of the heat semigroup

We assume that M is a (geodesically) complete, noncompact Riemannian
manifold. We use BC(M) to denote the space of bounded continuous func-
tions on M . The heat semigroup {Pt, t ≥ 0} is a family of bounded operators
Pt : BC(M)→ BC(M) defined by

Ptf(x) = Px {f(Xt), t < e(X)} =
∫
M
pM (t, x, y)f(y) dy.

We have
PtPs = Pt+s, lim

t↓0
Ptf = f, f ∈ BC(M).
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In other words, {Pt, t ≥ 0} is a strongly continuous semigroup on BC(M).
These properties follow directly from the corresponding properties of the
heat kernel.

In the one-point compactification M̂ = M ∪ {∂M}, the point at infin-
ity ∂M is considered to be an absorbing state for Brownian motion. Let
C0(M) be the space of continuous functions on M̂ which vanish at infinity:
limx→∂M

f(x) = 0. The heat semigroup {Pt} is said to have the Feller prop-
erty (or C0-property) if it preserves C0(M), namely PtC0(M) ∈ C0(M) for
all t ≥ 0. Following the line of thought we have been exploring so far, in this
section we will prove a sufficient geometric condition for the C0-property.

The first step is to find an equivalent probabilistic characterization of the
C0-property, which we will eventually convert to a problem of estimating the
exit time from a geodesic ball. As before, X is the coordinate process on the
filtered path space (W (M),B(W (M))∗) and e = e(X) is the liftime. Note
that for a complete Riemannian manifold, x→ ∂M if and only if r(x)→∞.

Lemma 4.3.1. Suppose that M is a complete Riemannian manifold. The
heat semigroup has the C0-property if and only if, for every compact set K
of M and every fixed t > 0,

(4.3.1) lim
r(x)→∞

Px {TK ≤ t} = 0,

where TK = inf {t : Xt ∈ K} is the first hitting time of K.

Proof. Let ζK(x) = Exe−TK . Suppose first that the C0-property holds. We
have, for x ∈M\K,

(4.3.2) Px {TK ≤ t} ≤ et Exe−TK = et ζK(x).

Take a nonnegative f ∈ C0(M) which is not identically zero, and let

G1f(x) =
∫ ∞

0
e−tPtf(x) dt.

By the C0-property and the dominated convergence theorem,

(4.3.3) lim
r(x)→∞

G1f(x) = 0.
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Let m = min {G1f(x) : x ∈ ∂K}. Since G1f is continuous and strictly
positive, and K is compact, we have m > 0. Now,

G1f(x) = Ex
∫ e

0
e−tf(Xt) dt

≥ Ex
∫ e

TK

e−tf(Xt) dt

= Ex
[
e−TK

∫ e−TK

0
f(XTK+t) dt

]
= Ex

[
e−TK EXTK

(∫ e

0
f(Xt)dt

)]
= Ex

[
e−TK G1f(XTK

)
]

≥ mζK(x).

Here we have used the strong Markov property, which says that, conditioned
on BTK

, the shifted process {XTK+t, t < e− TK} is a Brownian motion from
XTK

with life time e− TK . From this and (4.3.2) we obtain the inequality

Px {TK ≤ t} ≤
et

m
G1f(x),

which implies (4.3.1) by (4.3.3).
For the converse, suppose that f ∈ C0(M), and for any ε > 0 choose

R > 0 such that |f(x)| ≤ ε for r(x) ≥ R. LetK be the closure of the geodesic
ball B(R), which is compact because of the (geodesic) completeness of M .
For x ∈M\K,

|Ptf(x)| ≤ Ex {|f(Xt)| ;TK ≤ t}+ Ex {|f (Xt)| ;TK > t}
≤ ‖f‖∞Px {TK ≤ t}+ ε.

Suppose that (4.3.1) holds. Then lim supr(x)→∞ |Ptf(x)| ≤ ε. This shows
that Ptf ∈ C0(M). �

We can paraphrase the above lemma as follows. In order that the C0-
property hold, as the starting point moves to infinity, Brownian motion
should have diminishing probability of returning to a fixed compact set
before a prefixed time; in other words, Brownian motion should not wander
away too fast. We have seen many times before that the lower bound of
the Ricci curvature controls the growth of Brownian motion. Therefore
the following sufficient condition for the C0-property should not come as
a surprise. Incidentally, it is the same integral test that guarantees the
nonexplosion of Brownian motion.

Theorem 4.3.2. Suppose that M is a complete Riemannian manifold. Let
o ∈M and r(x) = d(x, o). Let κ(r) be a negative, nonincreasing, continuous
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function on [0,∞) such that

κ(r) ≤ (d− 1)−1 inf {RicM (x) : r(x) = r} .

If

(4.3.4)
∫ ∞

c

dr√
−κ(r)

=∞,

then the heat semigroup on M has the C0-property.

Proof. Without loss of generality we assume that κ(r) ↑ ∞ as r ↑ ∞. For
ease of notation, let l(r) =

√
−κ(r). The hypothesis on the Ricci curvature

becomes

(4.3.5)
∫ ∞

c

dr

l(r)
=∞.

By Lemma 4.3.1 it is enough to prove (4.3.1). We may assume that K =
B(R), the geodesic ball of radius R centered at o. We will consider the first
htting times of the concentric spheres centered at o. Define two sequences
of stopping times as follows: σ0 = 0 and

τn = inf {t > σn : d(Xt, X0) = 1} ,
σn = inf {t ≥ τn−1 : r(Xt) = r(x)− n} .

Intuitively, at time σn, Brownian motion is at the sphere of radius r(x)− n
from the fixed point o. The difference τn−σn is the amount of time Brownian
motion X takes to move a distance 1, and σn+1 − τn is the waiting time for
the Brownian motion to reach the next sphere of radius r(x)− (n+ 1). We
throw away these waiting times and let θn = τn − σn. Then it is clear that

(4.3.6) TK ≥ σ[r(x)−R] ≥ θ1 + θ2 + · · ·+ θ[r(x)−R].

([a] denotes the integral part of a.) We will use Theorem 3.6.1 to estimate
the size of θk. During the time interval [σk, σk + θk], the motion is confined
to the geodesic ball B(Xσk

; 1) whose center is at a distance r(x)−k from the
fixed point o; hence the geodesic ball is contained in the ball B(r(x)−k+1)
(centered at o). By assumption, the Ricci curvature there is bounded from
below by −(d− 1)κ(r(x)− k + 1). By Theorem 3.6.1, there are constants
C1 and C2, depending only on the dimension of the manifold, such that

(4.3.7) Px
[
θk ≤

C1

l(r(x)− k + 1)

]
≤ e−C2l(r(x)−k+1).

Since the above probability is rather small, each θk cannot be too small, and
then by (4.3.6) the probability of {TK ≤ t} cannot be too large. The rest
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of the proof is simply to quantify this intuitive argument. Choose n(x, t) to
be the smallest integer such that

(4.3.8)
n(x,t)∑
k=1

1
l(r(x)− k + 1)

≥ t

C1
.

By (4.3.5) such n(x, t) exists for all sufficiently large r(x). By the choice of
n(x, t),

(4.3.9)
t

C1
≥

n(x,t)−1∑
k=1

1
l(r(x)− k + 1)

≥
[r(x)]+1∑

k=[r(x)]−n(x,t)+3

1
l(j)

.

By (4.3.5) again, as r(x) ↑ ∞, the lower bound [r(x)]−n(x, t)+3 of the last
sum must also go to infinity:

(4.3.10) r(x)− n(x, t)→∞ as r(x) ↑ ∞.

This implies that [r(x)−R] ≥ n(x, t) for all sufficiently large r(x), and the
following sequence of inclusions holds:

{TK ≤ t} ⊆


[r(x)−R]∑
k=1

θk ≤ t

 ⊆

n(x,t)∑
k=1

θk ≤ t


⊆

n(x,t)⋃
k=1

{
θk ≤

C1

l(r(x)− k + 1)

}
.

Note that the last inclusion is a consequence of (4.3.8). Now we can estimate
the probability by (4.3.7):

(4.3.11) Px {TK ≤ t} ≤
n(x,t)∑
k=1

e−C2l(r(x)−k+1).

We use (4.3.9) to estimate the last sum, and obtain

Px {TK ≤ t} ≤ q(x, t)
n(x,t)−1∑
k=1

1
l(r(x)− k + 1)

+ e−C2l(r(x)−n(x,t)+1)

≤ q(x, t) · t
C1

+ e−C2l(r(x)−n(x,t)+1),

where
q(x, t) = sup

{
e−c2l(r)l(r) : r ≥ r(x)− n(x, t)

}
.

From (4.3.10) and the hypothesis that l(r) ↑ ∞ as r ↑ ∞, we have q(x, t)→
0. Hence Px {TK ≤ t} → 0 as r(x)→∞. By Lemma 4.3.1, the C0-property
holds for the manifold. �
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4.4. Recurrence and transience

It is well known that euclidean Brownian motion is recurrent in dimensions
1 and 2 and transient in dimensions 3 and higher. In this section we con-
sider the same property for Brownian motion on a Riemannian manifold.
The problem of recurrence and transience of Brownian motion is in gen-
eral more difficult than both that of nonexplosion and that of C0-property.
Understandably our discussion in this section is rather incomplete. We will
restrict ourselves to some general remarks and to several results whose proofs
are in line with the general level of this book in terms of their complexity.

Definition 4.4.1. Let M be a Riemannian manifold and Px the law of
Brownian motion starting from x ∈M .

(i) A set K on M is called recurrent for a path X ∈ W (M) if there
is a sequence tn ↑↑ e(X) (strictly increasing to the explosion time)
such that Xtn ∈ K; otherwise K is called transient for X, or equiv-
alently, there exists T < e(X) such that Xt 6∈ K for all t ≥ T .

(ii) A set K of M is called recurrent if for all x ∈M ,

Px {X ∈W (M) : K is recurrent for X} = 1;

it is called transient if for all x ∈M ,

Px {X ∈W (M) : K is transient for X} = 1.

(iii) M is called parabolic (or Brownian motion is recurrent on M) if
every nonempty open set of M is recurrent; it is called hyperbolic
(or Brownian motion is transient on M) if every compact set of M
is transient.

Two simple observations follow immediately from the definitions. First,
Brownian motion on M is transient if

Px
{

lim
t↑↑e(X)

Xt = ∂M

}
= 1,

for all x ∈ M . Here ∂M is the point at infinity and the convergence is
understood in the one-point compactification M̂ = M ∪ {∂M}. Second, if
M is parabolic, then it is also stochastically complete.

Define

TK = inf {t < e : Xt ∈ K} = the first hitting time of K,

τD = inf {t < e : Xt 6∈ D} = the first exit time from D.

For testing recurrence and transience of Brownian motion, we will take

K(M) = relatively compact, connected, nonempty

open sets on M with smooth, nonempty boundary.
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Let K ∈ K(M) and
hK(x) = Px {TK < e} .

This hitting probability function holds the key to the problem of recurrence
and transience. We start with two preliminary results.

Lemma 4.4.2. For any relatively compact D such that M\D is nonempty,
we have supx∈D ExτD <∞. In particular, Brownian motion always exits D
in finite time.

Proof. By enlarging D we may assume that D is connected with smooth
boundary. Let pD(t, x, y) be the Dirichlet heat kernel. Then we have (see
Theorem 4.1.1)

α
def= sup

x∈D

∫
D
pD(1, x, y) dy < 1;

hence for any x ∈ D,

Px {τD > 1} =
∫
D
pD(1, x, y) dy ≤ α < 1.

Using the Markov property, we have

Px {τD > n} = Ex
{
PXn−1 [τD > 1]; τD > n− 1

}
≤ αPx {τD < n− 1} .

By induction Px {τD > n} ≤ αn, and

ExτD ≤
∑
n=0

Px {τD > n} ≤ 1
1− α

<∞.

�

The following lemma gives the well known probabilistic representation
of the solution of a Dirichlet boundary value problem.

Lemma 4.4.3. Let G be a relatively compact open set on M with smooth
boundary. Then for any f ∈ C(∂G) the unique solution of the Dirichlet
problem {

∆Mu = 0 on G,

u = f on ∂G,

is given by
u(x) = Exf (XτG) .

Proof. In this proof we take for granted the result from the theory of partial
differential equations that the Dirichlet problem stated above is uniquely
solvable in C2(G) ∩ C(G). Let u be the solution and x ∈ G. It is easy to
verify that s 7→ u (Xs) is a martingale up to τG. Hence

u(x) = Exu (Xt∧τG) .
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Letting t ↑ ∞ and using the fact that Px {τG <∞} = 1 by Lemma 4.4.2,
we have u(x) = Exf (XτG). �

Basic prperties of the hitting probability function hK are set out in the
following proposition.

Proposition 4.4.4. The function hK is harmonic (i.e., ∆MhK = 0) on
M\K and continuous on M\K. There are two possibilities: either hK(x) =
1 for all x ∈M , or 0 < hK(x) < 1 for all x ∈M\K.

Proof. Let D = M\K for simplicity. Let x ∈ D, and let B be a small
geodesic ball centered at x and disjoint from K. Then τB < TK , and by the
strong Markov property at τB we have

hK(x) = ExPτB {TK < e} = ExhK(τB).

By Proposition 4.4.3 hK on B is the solution of a Dirichlet problem; hence
it is harmonic on B. This shows that hK is harmonic on D.

Next, we show that hK ∈ C(D). Let {Dn} be an exhaustion of M such
that each Dn has a smooth boundary and contains K. Then

un(x) = Px {TK < τDn}
is the solution of the Dirichlet problem on Dn\K with boundary value 1 on
∂K and 0 on ∂Dn. Hence un is continuous on the closure of Dn\K. Since
un ↑ hK , we see that hK , as the limit of a sequence of increasing continuous
functions, is lower semicontinuous on D = M\K and hK(x) = 1 for x ∈ ∂K.
It follows that, for any x ∈ ∂K,

lim inf
y→x

hK(y) ≥ hK(x) = 1.

This together with the fact that hK(y) ≤ 1 implies that

lim
y→x

hK(y) = hK(x) = 1,

which shows that hK ∈ C(D).
Since 0 ≤ hK ≤ 1, by the maximum principle for harmonic functions,

if hK is equal to 1 somewhere in D, then it is identically 1. Otherwise, we
must have hK(x) < 1 everywhere on D. If hK(x) = 0 somewhere, then by
the maximum principle again, it has to be identically 0, which contradicts
the fact that hK is continuous on D and takes value 1 on ∂D. �

The next proposition gives a criterion for recurrence or transience in
terms of the hitting probability function hK .

Proposition 4.4.5. Let K ∈ K(M). If hK ≡ 1, then K is recurrent. If
hK < 1 on M\K, then K is transient. Thus a set K ∈ K(M) is either
recurrent or transient.
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Proof. Suppose that hK ≡ 1 and let

(4.4.1) SK = {X ∈W (M) : K is recurrent for X} .

We need to show that PxSK = 1 for all x ∈M . Let {Dn} be an exhaustion
of M and τn the first exit time from Dn. We may assume that x ∈ Dn and
K ⊆ Dn for all n. Let

Sn = {TK ◦ θτn < e} = {X visits K after τn} .

[θt is the shift operator in W (M).] Then Sn ↓ SK because τn strictly in-
creases to the lifetime e. By the strong Markov property,

PxSn = ExPXτn
{TK < e} = ExhK(Xτn) = 1.

Hence PxSK = 1 and K is recurrent.
Now suppose that hK < 1 on M\K, and pick a relatively compact open

set O such that K ⊆ O. Then

α
def= inf {hK(z) : z ∈ ∂O} < 1.

Define two sequences of stopping times: ζ0 = 0 and

σn = {t ≥ ζn : Xt ∈ K} = TK ◦ θζn + ζn;

ζn = {t ≥ σn−1 : Xt 6∈ O} = τO ◦ θσn−1 + σn−1.

Let SK be defined in (4.4.1) as before. If X visits K infinitely often before
the explosion time e, then for every n it has to visit K after ζn unless ζn = e,
i.e.,

SK ⊆ {σn < e} ∪ {ζn = e} .
Because O is relatively compact, ζn < e unless e =∞. Hence ζn = e implies
that ζn =∞. But this cannot happen, for, according to Lemma 4.4.2, with
probability one X exits from O in finite time. Thus we have

PxSK ≤ Px {σn < e} .

On the other hand,

Px {σn < e} = Px {TK ◦ ζn + ζn < e}
≤ Ex

{
PXζn

[TK < e] ; ζn < e
}

≤ αPx {σn−1 < e} .

The last inequality holds because Xζn ∈ ∂O if ζn < e. By induction we have

PxSK ≤ Px {σn < e} ≤ αn−1 ↓ 0 as n ↑ ∞.

This proves that K is transient. �

Corollary 4.4.6. If M is compact, then Brownian motion is recurrent.
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Proof. If hK < 1 on D def= M\K, it has to attain a mimimun somewhere in
the open set D, which contradicts the fact that hK is a harmonic function
in D �

Although it does not follow immediately from the definition, recurrence
or transience is independent of the choice of the testing set, as is shown in
the next proposition.

Proposition 4.4.7. If Brownian motion is recurrent for a set K ∈ K(M),
then it is recurrent for every set in K(M).

Proof. Let us argue in words for a change. Let K be recurrent and F ∈
K(M) another testing set. In view of Corollary 4.4.6 we may assume that
M is noncompact and it is enough to show that F is also recurrent under
the assumption that K ∩ F is empty. We have

α
def= inf {hF (x) : x ∈ K} > 0.

If Brownian motion starts from a point x ∈ K, then it hits F at least with
probability α. Because K is recurrent, for any T > 0 all paths come back
to K sometime after T , and after that at least with probability α they will
reach F . Hence

Px {X visits F after T} ≥ α.
If F were transient, this probability would have gone to zero when T ↑ ∞.
Therefore F must be recurrent. �

We can also characterize recurrence and transience in terms of the Green
function

GM (x, y) =
∫ ∞

0
pM (t, x, y) dt.

It is well defined for all (x, y) ∈M ×M , but may be infinite.

Proposition 4.4.8. If M is parabolic, then GM (x, y) = ∞ for all (x, y) ∈
M×M . If M is hyperbolic, then GM (x, ·) is locally integrable for all x ∈M .

Proof. Suppose that M is parabolic, i.e., Brownian motion on M is recur-
rent. Let K ∈ K(M), and let O be a relatively compact open set such that
K ⊆ O. We have

GM (x, y) ≥
∫ ∞

1
pM (t, x, y) dt =

∫ ∞

0
dt

∫
M
pM (t, x, z)pM (1, z, y) dz.

Let
m = inf {pM (1, z, y) : z ∈ K} .

Then m > 0 and

GM (x, y) ≥ m
∫ ∞

0
dt

∫
K
pM (t, x, y) dy = mEx

∫ ∞

0
IK(Xt) dt.
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Define the stopping times τn, σn as in the proof of Proposition 4.4.5. By
Lemma 4.4.2, σn−1 < e implies ζn < ∞ (see the secon half of the proof of
Proposition 4.4.5), and since K is recurrent, ζn < ∞ implies σn < e. It
follows from σ0 = TK < ∞ by induction that all σn and ζn are finite, and
we have

GM (x, y) ≥ m
∞∑
n=1

Ex
∫ ζn+1

σn

IK(Xt)dt(4.4.2)

= m
∞∑
n=1

ExEXσn

∫ τO

0
IK(Xt)dt.

Now Xσn ∈ K and the function

Ey
∫ τO

0
IK(Xt) dt =

∫ ∞

0
dt

∫
K
pO(t, y, z) dz, y ∈ K,

has a positive lower bound on K because the Dirichlet heat kernel pO(t, y, z)
is continuous and strictly positive on K. It follows that GM (x, y) =∞.

Now suppose that M is hyperbolic, i.e., Brownian motion is transient.
For K ∈ K(M), we have∫

K
GM (x, y) dy = Ex

∫ e

0
IK(Xt) dt.

Take the set O and the stopping times σn, ζn as before, and write

(4.4.3)
∫
K
GM (x, y) dy =

∞∑
n=0

Ex
∫ ζn+1

ζn

IK(Xt) dt.

Using the Markov property at σn, we see that the terms to be summed

Ex
∫ ζn+1

ζn

IK(Xt) dt = E
[
EXσn

∫ τO

0
IK(Xt) dt;σn < e

]
(4.4.4)

≤ Ex
{
EXσn

τO;σn < e
}

≤ aPx {σn < e} ,

where
a

def= max {EzτO : z ∈ O} <∞
by Lemma 4.4.2. Now

Px {σn < e} = Ex {Pζn [TK < e] ; ζn < e} ≤ bPx {ζn < e} ,

where
b

def= max {hK(z) : z ∈ ∂O} < 1.
The last inequality holds because K is transient (see Proposition 4.4.5).
Also, by Lemma 4.4.2,

Px {ζn < e} = Px {σn−1 < e} .
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Hence, by induction,

(4.4.5) Px {σn < e} ≤ bPx {σn−1 < e} ≤ bn.

It follows from (4.4.3)–(4.4.5) that∫
K
GM (x, y) dy ≤ a

∞∑
n=0

bn =
a

1− b
<∞.

This shows that GM (x, y) is locally integrable. �

We now turn to geometric conditions for recurrence and transience. The
approach here is the same as in the study of stochastic completeness in Sec-
tion 4.2, namely, we compare the radial process with a one-dimensional
diffusion and then use the known necessary and sufficient condition for re-
currence and transience for one-dimensional diffusions. Let us first state
these one dimensional results.

Proposition 4.4.9. Let I = (c1, c2) with −∞ ≤ c1 < c2 ≤ ∞. Suppose that
a and b are continuous functions on I such that a(x) > 0 for all x ∈ I. Let

L =
1
2
a(x)

(
d

dx

)2

+ b(x)
d

dx

and X an L-diffusion. For a fixed c ∈ (c1, c2) define

s(x) =
∫ x

c
exp

[
−2
∫ y

c

b(z)
a(z)

dz

]
dy.

(i) If s(c1) = −∞ and s(c2) =∞, then X is recurrent;

(ii) If s(c1) = −∞ and s(c2) <∞, then X is transient and

P
{

lim
t↑e

Xt = c2

}
= 1.

Proof. This can be proved using the criteria in Proposition 4.4.5, which in
fact holds for any diffusion process generated by a strictly elliptic operator on
a manifold; see Theorem VI.3.1 in Ikeda and Watanabe [48] for details. �

Proposition 4.4.10. Suppose that M is a complete Riemannian manifold
without cutlocus. Let o ∈ M be a fixed point, and r(x) = d(x, o). Suppose
that κ(r) is a continuous function on [0,∞) such that

κ(r) ≥ sup {KM (x) : r(x) = r} .

Let G be the solution of the Jacobi equation (4.2.2) for κ. If∫ ∞

c
G(r)1−ddr <∞,

then Brownian motion on M is transient.
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Proof. The proof is similar to that of Theorem 4.2.6 for stochastic com-
pleteness. Retaining the notations there, we have r(Xt) ≥ ρt. By the
hypothesis of the theorem and Proposition 4.4.9, ρt → ∞ as t ↑ e(ρ).
Hence we also have r(Xt)→∞ as t ↑ e(X), which implies that X must also
be transient. �

Proposition 4.4.11. Suppose that M is a complete Riemannian manifold
and o ∈ M a fixed point on M . Let r(x) = d(x, o). Suppose that κ(r) is a
continuous function on [0,∞) such that

κ(r) ≤ (d− 1)−1 inf {RicM (x) : r(x) = r} .

Let G be the solution of the Jacobi equation (4.2.2) for κ. If∫ ∞

c
G(r)1−ddr =∞,

then M is recurrent.

Proof. The proof is similar to that of Theorem 4.2.4 for stochastic non-
completeness. Retaining the notations there, we have r(Xt) ≤ ρt. By
Proposition 4.4.9 ρ is recurrent. Hence X is also recurrent. �

For surfaces (d = 2) we can convert the integral test in the above propo-
sitions into curvature conditions.

Theorem 4.4.12. (i) Let M be a complete Riemannian surface. Suppose
that there exists an r0 > 0 such that the Gaussian curvature

KM (x) ≥ − 1
r(x)2 ln r(x)

, r(x) ≥ r0.

Then M is recurrent.
(ii) Let M be a complete Riemannian surface without cutlocus. Suppose

that there exist positive ε and r0 such that the Gaussian curvature

KM (x) ≤ − 1 + ε

r(x)2 ln r(x)
, r(x) ≥ r0.

Then M is transient.

Proof. (i) Fix an r1 > min {r0, 2} and choose a smooth function κ(r) such
that

KM (x) ≥ κ(r(x)) for all x ∈M,

and

κ(r) = − 1
r2 ln r

for all r > r1.
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Such a function clearly exists by the hypothesis on the curvature KM (x).
By Proposition 4.4.10 it is enough to show that∫ ∞

r1

dr

G(r)
=∞.

For this purpose we compare G with the function G1(r) = Cr ln r. Choose
C large enough so that

G1(r1) > G(r1), G′
1(r1) > G(r1).

With this choice of C we claim that

G1(r) ≥ G(r) for all r ≥ r1.
This will complete the proof, because then∫ ∞

r1

dr

G(r)
≥
∫ ∞

r1

dr

G1(r)
=∞.

To prove the claim we let h(r) = G1(r) − G(r). Suppose that r2 is the
first zero of h, if it exists. From

h′′(r) = −κ(r)h(r) ≥ 0

we have h′′(r) > 0 on [r1, r2). Now h′ is increasing and h′(r1) > 0; hence
h′(r) > 0 and h is also increasing on [r1, r2]. But h(r1) > 0, and this means
that r2 cannot be a zero of h(r). This contradiction shows that h(r) > 0 for
all r ≥ r1.

(ii) The proof of this part is similar, but with a different comparison
function. Choose a smooth, nonpositive function κ(r) such that

κ(r)


= 0, r ≤ r0;
≥ −(1 + ε)/r2 ln r, r0 < r < r1;
= −(1 + ε)/r2 ln r, r ≥ r1.

By the hypothesis on the Gaussian curvature, we have KM (x) ≤ κ(r(x)) for
all x ∈M . By Proposition 4.4.11 it is enough to show that∫ ∞

r2

dr

G(r)
<∞.

We compare G with G1(r) = Cr(ln r)(1+ε/2) with a positive C, and see that
it is enough to show that G1(r) ≤ G(r) for sufficiently large r. An explicit
computation shows that

G′′
1(r)

G1(r)
≤ G′′(r)

G(r)
for sufficiently large r, say r ≥ r2. The choice of r2 is independent of C. We
can fix a small C such that

G1(r2) ≤ G(r2), G′
1(r2) ≤ G′(r2).
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Now the same argument as in Part (i) shows that G1(r) ≤ G(r) for all
r ≥ r2. �

For d ≥ 3, the situation is more complicated because the curvature func-
tion κ(r) does not always determine whether Brownian motion is recurrent
or transient. For example, in dimension d = 3, Brownian motion is recur-
rent on a flat cylinder, but transient on R3, but both manifolds have zero
curvature. We can, however, still make some positive statements. Consider
a typical curvature function

κ(r) =
c

r2
.

If c > 1/4, then the general solution of the Jacobi equation is

G(r) = C1

√
r sin

(√
4c− 1 ln r + C2

)
.

Thus G cannot be strictly positive for all r. This means that if there is a
positive ε such that

RicM (x) ≥ 1 + ε

4
· d− 1
r(x)2

, r(x) ≥ r0,

then M is compact, so Brownian motion is recurrent.
For c = 1/4, we have

G(r) = C1

√
r + C2

√
r ln r.

Thus if M is noncompact without cutlocus, has the dimension d ≥ 4, and

KM (x) ≤ 1
4
· 1
r(x)2

, r(x) ≥ r0,

then Brownian motion is transient on M .
For 0 < c < 1/4, we write c = α(1− α) for 0 < α < 1/2. In this case

G(r) = C1r
α + C2r

1−α.

Hence, if M is noncompact without cutlocus, has the dimension d > 1+1/α,
and

KM (x) ≤ α(1− α)
r(x)2

, r(x) ≥ r0,

then Brownian motion is transient on M .
In the range c ≤ 0, a solution of the Jacobi equation may be bounded.

In order to eliminate this case, we assume that M is a Cartan-Hadamar
manifold, i.e, a complete, simply connected manifold of nonpositive curva-
ture. Under this assumption, the solution of the Jacobi equation grows at
least as fast as r. This implies that Brownian motion is transient on all
Cartan-Hadamard manifolds of dimension d ≥ 3.
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4.5. Comparison of heat kernels

Let M be a complete Riemannian manifold. In this section we compare the
heat kernel pM (t, x, y) with the heat kernel on a space of constant curvature.
Let K be a constant and MK a simply connected, d-dimensional Riemannian
manifold of constant curvature K (space form). We denote the heat kernel
on MK by pK(t, a, b). By symmetry, pK(t, a, b) is a function of t and the
distance between a and b; hence there is a function pK(t, r) such that

pK(t, a, b) = pK (t, dMK
(a, b)) .

When K > 0, MK is a euclidean sphere of radius 1/
√
K, and we adopt the

convention that pK(t, r) = pK(t, π/
√
K) if r ≥ π/

√
K.

Theorem 4.5.1. Suppose that M is a complete Riemannian manifold and
x ∈M . Let K be a positive number such that

KM (z) ≤ K for all z ∈ B(x;π/
√
K).

Then for all (t, y) ∈ (0,∞)×M ,

pM (t, x, y) ≤ pK (t, dM (x, y)) .

Proof. Let r(z) = dM (x, z). We have, under the probability Py,

r(Xt) = d(x, y) + βt +
1
2

∫ t

0
∆Mr(Xs) ds− Lt, t < e.

On MK , the solution for the Jacobi equation with constant curvature K is
G(ρ) = sin

√
Kρ/
√
K. Hence if ρ(b) = dMK

(o, b) is the distance function on
MK , then

θK(ρ) def= ∆MK
ρ = (d− 1)

G′(ρ)
G(ρ)

= (d− 1)
√
K cot

√
Kρ.

The radial process of a Brownian motion on MK starting from a point b
with distance

dMK
(o, b) = min

{
dM (x, y), π/

√
K
}

is the solution of the equation

ρt = dMK
(o, b) + βt +

1
2

∫ t

0
θK(ρs) ds−At,

where A increases only when ρt = π/
√
K. Of course, if the dimension is 2

and higher, we do not need to worry about the cutlocus on MK , because it
degenerates to a point, which Brownian motion never hits. By the Laplacian
comparison theorem we have ∆Mr ≥ θK(r). On the other hand, by the
choice of K, the geodesic ball B(x;π/

√
K) is within the cutlocus of x. Thus

if r(Xt) < ρt ≤ π/
√
K, then r(Xt) ∈ M\Cx and L does not increase. This
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observation together with the radial process comparison Theorem 3.5.3
implies that r(Xt) ≥ ρt for all t < e = e(X). Now, for any ε > 0,

Py {r(Xt) ≤ ε, t < e} ≤ Pb {ρt ≤ ε} .
Writing this inequality in terms of the heat kernels we have∫

B (x;ε)
pM (t, z, y) dz ≤

∫
B(o;ε)

pK(t, a, b) da.

On both M and MK , as ε ↓ 0, the volume of the geodesic ball of radius ε
is asymptotically equivalent to εd|Sd|/d, the volume of a euclidean ball of
radius ε. Dividing the above inequality by this volume and letting ε ↓ 0, we
obtain

pM (t, x, y) ≤ pK(t, o, b) = pK (t, dMK
(o, b)) .

This completes the proof. �

For any fixed x ∈ M , the condition of the theorem is always satisfied if
K is sufficiently large, and the theorem applies. However, if the sectional
curvature of M is bounded from above by a nonpositive constant K, in order
to compare pM (t, x, y) directly with pK(t, a, b), we need further assumptions
on M to remove the cutlocus. This is the case if M is a Cartan-Hadamard
manifold, i.e., a complete, simply connected Riemannian manifold with non-
positive sectional curvature.

Theorem 4.5.2. Suppose that M is a complete Riemannian manifold.
(i) If M is a Cartan-Hadamard manifold and KM (z) ≤ K for all z ∈M ,

then for all (t, x, y) ∈ (0,∞)×M ×M ,

pM (t, x, y) ≤ pK(t, dM (x, y)).

(ii) If RicM (z) ≥ (d−1)K for all z ∈M , then for all (t, x, y) ∈ (0,∞)×
M ×M ,

pM (t, x, y) ≥ pK(t, dM (x, y)).

Proof. Exercise. �



Chapter 5

Short-time
Asymptotics

In this chapter we study short-time behaviors of both the heat kernel and
Brownian motion. We will show by several typical results how the knowl-
edge about the heat kernel can be used to study the behavior of Brownian
motion and vice versa. Our starting point is the short-time asymptotics of
the heat kernel pM ((t, x, y) for near points, more precisely when x and y are
within each other’s cutlocus. The parametrix method for constructing the
heat kernel in differential geometry yields the asymptotic expansion for the
heat kernel as t ↓ 0 stated in Section 5.1. This asymptotic expansion is
the starting point of our discussion. One can obtain this expansion by prob-
abilistic considerations (at least for the leading term, see Molchanov [59]
and Elworthy and Truman [22]), but we will not discuss them here. Once
we have this local expansion, probabilistic ideas can be used to study global
short-time behavior of the heat kernel. In Section 5.2, we prove Varadhan’s
well known relation for the logarithmic heat kernel on a complete Riemann-
ian manifold. In Section 5.3 we will give a general method for computing
the leading term of the short-time asymptotics of p(t, x, y) when x, y are
not close to each other. This method is illustrated for the case the heat
kernel on a sphere at antipodal points. The last two sections are devoted to
several topics related to Brownian bridge and its relation to the heat kernel
on a compact Riemannian manifold. Basic properties of Brownian bridge
are discussed in Section 5.4. They are used in Section 5.5 to prove global
esimtates on the first and second derivatives of the logarithmic heat kernel
on a compact manifold for small times.
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5.1. Short-time asymptotics: near points

Let M be a Riemannian manifold and Cx the cutlocus of x ∈M . It is a basic
fact in differential geometry that y ∈ Cx is equivalent to x ∈ Cy (Theorem
3.4.1, see also Cheeger and Ebin [9]). The asymptotic behavior of the heat
kernel pM (t, x, y) when x and y are within each other’s cutlocus is given in
the following theorem.

Theorem 5.1.1. Let M be a complete Riemannian manifold and

CM = {(x, y) ∈M ×M : x ∈ Cy} .
There are smooth functions Hn(x, y) defined on (M×M)\CM with the prop-
erties

H0(x, y) > 0 and H0(x, x) = 1
the following asymptotic expansion

(5.1.1) pM (t, x, y) ∼
(

1
2πt

)d/2
e−d(x,y)

2/2t
∞∑
n=0

Hn(x, y) tn

holds uniformly as t ↓ 0 for any compact subset of (M ×M)\CM . In par-
ticular, if x is within the cutlocus of y, then

lim
t↓0

t ln pM (t, x, y) = −d(x, y)
2

2
.

Proof. We sketch the proof. If M is compact, the asymptotic expansion
can be obtained by the method of parametrix (see Berger, Gauduchon, and
Mazet [3] or Chavel [8]). IfM is not compact, the proof is more difficult. The
first thing we need to do is to localize the heat kernel. Let K be a compact
subset of M and D a large, smooth, relatively compact open set containing
K. Suppose that x and y are in K. By considering two possibilities {t < τD}
and {t ≥ τD} and using the Markov property at τD in the second possibility,
we have

pM (t, x, y) = pD(t, x, y) + Ex {pM (t− τD, XτD , y); t ≥ τD} .
Hence, for t < t0,

0 ≤ pM (t, x, y)− pD(t, x, y) ≤ C(t0,K,D) Px {t ≥ τD} ,
where

C(t0,K,D) = sup {pM (s, z1, z2) : s ≤ t0, z1 ∈ K, z2 ∈ ∂D} .
By comparing with the heat kernel on a sphere with very small radius (see
Theorem 4.5.1), we can show that C(t0,K,D) is finite. For the probability
Px {t ≥ τD}, a proof similar to the one for Theorem 3.6.1 shows that for
any µ, there are a sufficiently large D and a positive t0 such that

Px {t ≥ τD} ≤ e−µ/t for all (t, x) ∈ (0, t0)×K.
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It follows that

0 ≤ pM (t, x, y)− pD(t, x, y) ≤ Ce−µ/t.

Since D is compact and smooth, we can embed D isometrically into a com-
pact manifold M1, and the above argument applied to M1 shows that

0 ≤ pM1(t, x, y)− pD(t, x, y) ≤ Ce−µ/t;

hence
|pM (t, x, y)− pM1(t, x, y)| ≤ 2Ce−µ/t.

Since M1 is compact, the method of parametrix applies and we obtain the
asymptotic expansion stated in the theorem for pM1(t, x, y). Now if we
choose D large enough so that µ > 1 + d(K)2/2, where d(K) is the diamter
of K, then pM (t, x, y) and pM1(t, x, y) are asymptotically equivalent, and
the same expansion also holds for pM (t, x, y). �

The leading coefficient H0(x, y) has a simple geometric interpretation.
Let expx : TxM → M be the exponential map based at x. Let J(expx)(Y )
be the Jacobian of expx at Y ∈ TxM (the ratio of the volume element at
expx Y over the euclidean volume element at Y ). Then

H0(x, y) = [J(expx)(Y )]−1/2 , Y = exp−1
x y.

Example 5.1.2. Consider the d-dimensional sphere Sd (the space form of
constant curvature 1). The Riemannian metric in the polar coordinates on
TxM is

ds2Sd = dr2 + (sin r)2dθ2,

where dθ2 is the standard metric on Sd−1. Let e1, . . . , ed−1 be an orthonor-
mal basis for Sd−1 at θ, and er the unit radial vector on TxM . Then
er, e1/r, . . . , ed−1/r form an orthonormal basis of TxM (with the euclidean
metric) at y. As vectors on M , they remain orthogonal but with lengths
1, sin r, . . . , sin r, respectively. Hence the Jacobian of the exponential map
expx at y is (sin r/r)d−1, where r = d(x, y), and

H0(x, y) =
[ r

sin r

](d−1)/2
.

By Theorem 5.1.1 we have

pSd(t, x, y) ∼
e−d(x,y)

2/2t

(2πt)d/2

[
d(x, y)

sin d(x, y)

](d−1)/2

for d(x, y) < π. �

Example 5.1.3. For the d-dimensional hyperbolic space Hd (the space form
of constant curvature −1), the metric is

ds2Hd = dr2 + (sinh r)2dθ2,
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and by an argument similar to that in Example 5.1.2 we have

H0(x, y) =
[ r

sinh r

](d−1)/2
.

Hence

pHd(t, x, y) ∼
e−d(x,y)

2/2t

(2πt)d/2

[
d(x, y)

sinh d(x, y)

](d−1)/2

.

For H2 and H3, smple explicit formulas are known:

pH2(t, x, y) =
√

2e−t/8

(2πt)3/2

∫ ∞

d(x,y)

re−r
2/2tdr√

cosh r − cosh d(x, y)
,

pH3(t, x, y) =
e−d(x,y)

2/2t

(2πt)3/2
d(x, y)

sinh d(x, y)
e−t.

For a more detailed discussion on these formulas, see Chavel [8].
We can give a precise description of the short-time behavior of the first

exit time of a geodesic ball. Again let iK be the minimum of the injectivity
radii ix on K.

Proposition 5.1.4. Let K be a compact subset of M and r < iK , the
injectivity radius of K. Then there is a strictly positive smooth function
cr(x) on K such that as t ↓ 0,

Px {τr ≤ t} ∼
cr(x)
t(d−2)/2

e−r
2/2t,

uniformly on K.

Proof. Choose r1 ∈ (r, iK) and let A = {y ∈M : r ≤ d(y, x) ≤ r1}. By the
Markov property at τr we have

Px {Xt ∈ A} = Ex {S(Xτ , t− τr); τr ≤ t} ,

where
S(z, s) = Pz {Xs ∈ A} =

∫
A
pM (s, z, y) dy.

From Theorem 5.1.1 we have for z ∈ ∂A, as s ↓ 0,

S(z, s) =
1 +O(s)
(2πs)d/2

∫
A
e−d(z,y)

2/2sdy → 1
2
.

The last limit can be proved by a local computation. Hence

Px {τr < t} ∼ 2Px {Xt ∈ A} = 2
∫
A
pM (t, x, y) dy,

and, by Theorem 5.1.1 again,

Px {τr < t} =
2 +O(t)
(2πt)d/2

∫
A
e−d(x,y)

2/2tdy.
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We use polar coordinates y = (u, θ) centered at x to calculate the last
integral. The volume elements have the form

dy = f(u, θ;x) dudθ,

where dθ is the volume element on Sd−1 and the coefficient f(u, θ;x) depends
smoothly on x. We have∫

A
e−d(x,y)

2/2tdy =
∫ r1

r
e−u

2/2t

(∫
Sd−1

f(u, θ;x)dθ
)
du

∼
(∫

Sd−1

f(r, θ;x) dθ
)∫ ∞

r
e−u

2/2tdu

∼
(∫

Sd−1

f(r, θ;x) dθ
)
t

r
e−r

2/2t.

The desired result follows immediately. �

In the case M = Rd, the heat kernel is

pRd(t, x, y) =
(

1
2πt

)d/2
e−|x−y|

2/2t,

and the volume element is dy = rd−1drdθ. Hence we have explicitly

Px {τr ≤ t} ∼
2|Sd−1|
π

(
r2

2πt

)(d−2)/2

e−r
2/2t.

5.2. Varadhan’s asymptotic relation

The local asymptotic relation (5.1.1) implies that if x and y are not on each
other’s cutlocus, then

lim
t↓0

t ln pM (t, x, y) = −1
2
d(x, y)2.

We will show in this section that this asymptotic relation holds for any pair
of points on a complete Riemannian manifold.

Theorem 5.2.1. Let M be a complete Riemannian manifold and pM (t, x, y)
the minimal heat kernel on M . Then, uniformly on every compact subset of
M ×M , we have

lim
t↓0

t ln pM (t, x, y) = −1
2
d(x, y)2.

We will devote the rest of this section to the proof of this result. It will
be divided into Proposition 5.2.4 for the upper bound and Proposition
5.2.5 for the lower bound.
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Let K be a compact subset of M and iK the injectivity radius of K.
The proof of the upper bound is based on the following fact, which follows
directly from Proposition 5.1.4: Uniformly for x ∈ K and r ≤ iK/2,

(5.2.1) lim
t→0

t ln Px {τr < t} = −1
2
r2.

Lemma 5.2.2. Le τ be a nonnegative random variable such that

P {τ < t} ≤ e−a2/2t

for some positive constant a and all t ≤ t0. Let b > 0. Then for any
η ∈ (0, 1), there exists a positive t1, depending on t0, b, and η, such that for
all t ≤ t1,

E
{
e−b

2/2(t−τ); τ < t
}
≤ e−(1−η)(a+b)2/2t.

Proof. Integrating by parts, we have

E
{
e−b

2/2(t−τ); τ < t
}

=
∫ t

0
e−b

2/2(t−s)dP {τ < s}

=
b2

2

∫ t

0

e−b
2/2(t−s)

(t− s)2
P {τ < s} ds

≤ C(η)
b2

∫ t

0
exp

{
−1− η

2

(
a2

s
+

b2

t− s

)}
ds.

Here C(η) is a constant depending only on η. Since

a2

s
+

b2

t− s
≥ (a+ b)2

t
,

the integrand in the last integral is bounded by te−(1−η)(a+b)2/2t, hence the
lemma. �

Let r > 0, and let σn be the succesive times when Brownian motion
moves by a distance r:

σ0 = 0,

σ1 = τr = inf {t > 0 : d(X0, Xt) = r} ,
σn = inf

{
t > τn−1 : d(Xτn−1 , Xt) = r

}
.

We consider the probability

In(t, x) = Px {σn < t} .
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Lemma 5.2.3. For any fixed η ∈ (0, 1), R > 0, and a compact subset K
of M , there exist positive t0 = t0(η,R,K) and r0 such that for all x ∈ K,
r ≤ r0, n ≤ R/r, and t ≤ t0,

Px {σn < t} ≤ e−(1−η)(nr)2/2t.

Proof. We argue by induction. Since M is complete and K is relatively
compact, the set

KR = {z ∈M : d(z,K) ≤ R}
is also relatively compact. Let r0 = iKR

/2. The case n = 1 is just (5.2.1).
For n > 1, by the Markov property,

In(t, x) = Ex {In−1(t− τr, Xτr); τr < t} .

The induction step follows by using (5.2.1) and Lemma 5.2.2. �

We can now prove the upper bound in Theorem 5.2.1.

Proposition 5.2.4. Let K ⊆ M be compact. We have, uniformly for
(x, y) ∈ K ×K,

lim sup
t→∞

t ln pM (t, x, y) ≤ −1
2
d(x, y)2.

Proof. Take r0 as in Lemma 5.2.3 and r < r0, and let n = [d(x, y)/r]. Let
σn be defined as before. Since it takes at least n steps of distance r to go
from x to y, we have

pM (t, x, y) = Ex
{
pM (t− σn−1, Xσn−1 , y); σn−1 < t

}
.

Because d(Xσn−1 , y) ≥ r, we have pM (t−σn−1, Xσn−1 , y) ≤ C by Theorem
4.5.1, with a constant C depending on K and r. Hence

pM (t, x, y) ≤ C Px {σn−1 < t} .

Using Lemma 5.2.3, we have

lim sup
t↓0

t ln pM (t, x, y) ≤ −1
2

(n− 1)2r2
r↓0−→ −1

2
d(x, y)2.

This completes the proof. �

We now prove the lower bound in Theorem 5.2.1.

Proposition 5.2.5. Let K ⊆ M be compact. We have, uniformly on
(x, y) ∈ K ×K,

lim inf
t→0

t ln pM (t, x, y) ≥ −1
2
d(x, y)2
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Proof. Let r > 0, and let C : [0, l] → M be a smooth curve of unit speed
joining x and y with length l ≤ d(x, y) + r. Let D be a relatively compact
open set containing the curve C. For a positive integer n, define n geodesic
balls of radius r along the curve C as follows:

Bi = B(zi; r), zi = C(il/n).

We choose r small enough so that all geodesic balls are contained in D.
Using the Chapman-Kolmogorov equation for the heat kernel, we have

pM (t, x, y)(5.2.2)

=
∫
M×···×M

pM

(
t

n
, x, x1

)
· · · pM

(
t

n
, xn−1, y

)
dx1 · · · dxn−1

≥
∫
B1×···×Bn−1

pM

(
t

n
, x, x1

)
· · · pM

(
t

n
, xn−1, y

)
dx1 · · · dxn−1.

If xi−1 ∈ Bi−1 and xi ∈ Bi, then

d(xi−1, xi) ≤ 3r +
d(x, y)
n

.

Hence by fixing a sufficiently large n, for all sufficiently small r we can apply
the short-time asymptotics for the heat kernel (Theorem 5.1.1) to obtain
the lower bounds

pM

(
t

n
, xi−1, xi

)
≥ C

(n
t

)d/2
e−nd(xi−1,xi)

2/2t

≥ C
(n
t

)d/2
e−(d(x,y)+3rn)2/2nt,

and

pM

(
t

n
, x, x1

)
· · · pM

(
t

n
, xn−1, y

)
≥ Cn

(
t

n

)nd/2
e−(d(x,y)+3rn)2/2t.

Using this in (5.2.2), we have

lim inf
t↓0

t ln pM (t, x, y) ≥ −1
2

(d(x, y) + 3rn)2
r↓0−→ −1

2
d(x, y)2.

�

With Propositions 5.2.4 and 5.2.5 we have completed the proof of
Theorem 5.2.1.

As an application of Varadhan’s asymptotic relation for logarithmic heat
kernel, we prove a similar asymptotic result for the exit time from a smooth
open set.
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Theorem 5.2.6. Let D be a connected open D with smooth boundary Then
for any x ∈ D

lim
t↓0

t ln Px {τD < t} = −1
2
d(x, ∂D)2.

Proof. Let us prove the lower bound first. Let y ∈ ∂D be such that
d(x, y) = d(x, ∂D), and B = B(y; r) a small geodesic ball centered at y.
Take a point z ∈ B∩ (M\D) but not on the boundary B∩∂D. Then Brow-
nian motion which lands at z at time t must first pass through ∂D; hence
by the Markov property at τD,

pM (t, x, z) = Ex {pM (t− τD, XτD , z); τD < t} .

Since d(z, ∂D) > 0, by Theorem 4.5.1 pM (t − τD, XτD , z) ≤ C. Hence by
Theorem 5.2.1 we have

lim inf
t↓0

t ln Px {τD ≤ t} ≥ lim inf
t↓0

t ln pM (t, x, z) ≥ −1
2
d(x, z)2.

By the choice of the point z, we have d(x, z) ≤ d(x, ∂D) + r. Letting r ↓ 0,
we obtain

lim inf
t↓0

t ln Px {τD < t} ≥ −1
2
d(x, ∂D)2.

For the upper bound, we fix a small r > 0 and let n = [d(x, ∂D)/r]. The
ball K = B(x; (n− 1)r) ⊆ D is relatively compact and

Px {τD < t} ≤ Px {σn < t} .

By Lemma 5.2.3 we have

lim sup
t↓0

t ln Px {τD < t} ≤ −1
2

(nr)2
r↓0−→ −1

2
d(x, ∂D)2.

�

5.3. Short-time asymptotics: distant points

Theorem 5.1.1 describes precisely the short-time behavior of pM (t, x, y)
when x and y are not on each other’s cutlocus. However, if x ∈ Cy, the
problem becomes rather complicated and the asymptotic behavior of the
heat kernel depends very much on the geometry of the space

Γx,y = distance-minimizing geodesics joining x and y.

In this section we describe a general method for studying the asymptotics of
pM (t, x, y) for distant points, and illustrate this method by computing the
leading term of the heat kernel of a sphere at antipodal points.
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For the sake of simplicity, we assume that M is compact. In this case
Γx,y is a compact subset in the space of paths from x to y. We are interested
in its middle section

Γ 1/2
x,y =

{
C

(
d(x, y)

2

)
: C ∈ Γx,y

}
.

It is a closed set on M , and there is an obvious one-to-one correspondence
between Γ

1/2
x,y and Γx,y itself. For example, if x and y are antipodal points

on the d-sphere Sd, then Γ 1/2
x,y is the great sphere Sd−1 perpendicular to the

minimal geodesics joining x and y. This is a rather ideal situation because
Γ

1/2
x,y has the structure of a smooth Riemannian manifold, namely that of

Sd−1.
It is clear that Γ 1/2

x,y is disjoint from the cutloci Cx and Cy of x and y,
hence if ε is sufficiently small we have d(Oε, Cx ∪ Cy) > 0, where

Oε(x, y) =
{
z ∈M : d

(
z, Γ 1/2

x,y

)
< ε
}

is the ε-neighborhood of Γ 1/2
x,y .

Lemma 5.3.1. Suppose that M is a compact Riemannian manifold. Let
Oε(x, y) be the ε-neighborhood of Γ 1/2

x,y and choose ε sufficiently small so that

inf
x,y∈M

d(Oε(x, y), Cx ∪ Cy) > 0.

Then there exist positive λ and C such that for all (t, x, y) ∈ (0, 1)×M×M ,

(5.3.1) pM (t, x, y) = {1 + e(t, x, y)}
∫
Oε

pM

(
t

2
, x, z

)
pM

(
t

2
z, y

)
dz,

with |e(t, x, y)|≤ Ce−λ/t.

Proof. By the Chapman-Kolmogorov equation,

pM (t, x, y) =

{∫
Oε

+
∫
M\Oε

}
pM

(
t

2
, x, z

)
pM

(
t

2
, z, y

)
dz.

By Theorem 5.2.1 we have, uniformly in z ∈M\Oε,

lim
t↓0

t ln
[
pM

(
t

2
, x, z

)
pM

(
t

2
, z, y

)]
= −

[
d(x, z)2 + d(z, y)2

]
.

Now the function
z 7→ d(x, z) + d(z, y)− d(x, y)

has a strictly positive minimum on M\Oε. Hence there exists an ε1 > 0
such that

d(x, z)2 + d(z, y)2 ≥ 1
2

[d(x, z) + d(z, y)]2 ≥ 1
2

[d(x, y) + ε1]2.
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Decreasing ε1 if necessary, we see that there is a λ > 0 such that for all
sufficiently small t,∫

M\Oε

pM

(
t

2
, x, z

)
pM

(
t

2
, z, y

)
dz

≤ e−[d(x,y)+ε]2/2t ≤ pM (t, x, y) e−λ/t.

Here in the second step we have used

lim
t→0

t ln pM (t, x, y) = −1
2
d(x, y)2.

The result follows immediately. �

Because d(Oε, Cx ∪ Cy) > 0, we can use the local expansion in Theo-
rem 5.1.1 for the pM (t/2, x, z) and pM (t/2, y, z) in (5.3.1), which yields the
following formula for computing the leading term of pM (t, x, y) as t ↓ 0.

Theorem 5.3.2. Suppose that M is a compact Riemannian manifold. Then
there exists a constant C such that for all (x, y, t) ∈M ×M × (0, 1),

pM (t, x, y) = {1 + f(t, x, y)}×(5.3.2)

e−d(x,y)
2/2t

(πt)d

∫
Oε

H0(x, z)H0(z, y)e−Ex,y(z)/2tdz,

where |f(t, x, y)| ≤ Ct and

Ex,y(z) = 2d(x, z)2 + 2d(z, y)2 − d(x, y)2.

Proof. This follows immediately from Lemma 5.3.1 and Theorem 5.1.1.
�

It is clear that the above theorem is effective only when we can calculate
explicitly the integral in (5.3.2). Let us illustrate by a typical example.

Example 5.3.3. We return to the case of the d-sphere (Example 5.1.2)
and compute pSd(t,N, S) when N and S are a pair of antipodal points. We
take N as the origin and r = d(N, z). The middle section Γ 1/2

N,S is the great
sphere Sd−1 determined by the equation r = π/2. We have d(z, S) = π − r
and

(5.3.3) EN,S(z) = 2r2 + 2(π − r)2 − π2 = 4
(
r − π

2

)2
.

We have shown that in this case,

H0(x, y) =
[

d(x, y)
sin d(x, y)

](d−1)/2

, d(x, y) < π.
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The volume element on the sphere is sind−1 rdrdθ. By Theorem 5.3.2 we
have

pSd(t,N, S) ∼ e−π
2/2t

(πt)d

∫
Sd−1

dθ

∫
|r−π/2|<ε

e−2(r−π/2)2/th(r) dr,

where

h(r) =
[

r

sin r
π − r

sin(π − r)

](d−1)/2

sind−1 r.

By the Laplace approximation (see Copson [12]),∫
|r−π/2|<ε

e−2(r−π/2)2/th(r) dr ∼
√
πt

2
h
(π

2

)
.

It follows that

pSd−1(t,N, S) ∼ |Sd−1|√
2π 2d−1

e−π
2/2t

t(2d−1)/2
. �

From Theorem 5.3.2 and the above example we see that the aysmptotic
behavior of the heat kernel depends very much on the function Ex,y(z) near
the set Γ 1/2

x,y . Even without knowing precise geometric structure of this set,
we can still draw some general conclusions from the asymptotic formula in
Theorem 5.3.2. We observe that, because Γ 1/2

x,y does not intersect Cx ∪Cy,
the function Ex,y(z) is smooth in a neighborhood of Γ 1/2

x,y . It is everywhere
nonnegative:

Ex,y(z) ≥ [d(x, z) + d(z, y)]2 − d(x, y)2 ≥ 0,

and vanishes on Γ 1/2
x,y . Let us now investigate Ex,y(z) near a point z0 ∈ Γ 1/2

x,y .
Since Ex,y(z0) = 0, it attains a minimum at z0. Hence in any local chart
z =

{
zi
}

centered at z0, there is a constant C such that

Ex,y(z) ≤ C
d∑
i=1

|zi|2

in a neighborhood of z0.
We now find a lower bound for Ex,y(z). For a point z sufficiently close

to z0, we take the first coordinate to be

z1 =
d(x, y)

2
− d(x, z).

Applying the triangle inequality to the geodesic triangle xzy, we have

d(z, y) ≥ d(x, y)− d(x, z) =
d(x, y)

2
+ z1.
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It follows that

Ex,y(z) ≥ 2
∣∣∣∣d(x, y)2

− z1

∣∣∣∣2 + 2
∣∣∣∣d(x, y)2

+ z1

∣∣∣∣2 − d(x, y)2 = 4|z1|2.

This lower bound is attained when x and y are a pair of antipodal points
on a sphere (see (5.3.3)).

To summarize, we have shown that for every z0 ∈ Γ 1/2
x,y there is a local

chart z =
{
zi
}

centered at z0 and a constant C such that

(5.3.4) 4
∣∣z1
∣∣ ≤ Ex,y(z) ≤ C d∑

i=1

∣∣zi∣∣2
in a neighborhood of z0. Now we are in position to prove the following
general bounds for the heat kernel on a compact Riemannian manifold.

Theorem 5.3.4. Let M be a compact Riemannian manifold. There exist
positive constants C1 and C2 such that for all (t, x, y) ∈ (0, 1)×M ×M ,

C1

td/2
e−d(x,y)

2/2t ≤ pM (t, x, y) ≤ C2

t(2d−1)/2
e−d(x,y)

2/2t.

Proof. Pick a point z0 ∈ Γ 1/2
x,y and a local chart on a small ball B = B(z0; ε)

centered at z0 such that the upper bound in (5.3.4) holds. Both H0(x, z)
and H0(z, y) are continuous and strictly positive on B. Hence by Theorem
5.3.2 and the upper bound in (5.3.4) there is a constant C3 such that

pM (t, x, y) ≥ C3

td
e−d(x,y)

2/2t

∫
B
e−C|z|

2/2tdz.

Using local coordinates, it is easy to show that∫
B
e−C|z|

2/2tdz ∼ const.× td/2.

It follows that

pM (t, x, y) ≥ C1

td/2
e−d(x,y)

2/2t.

The last inequality follows from analyzing the integral in the middle in local
coordinates.

We use the lower bound in (5.3.4) to prove the upper bound. Since
Γ

1/2
x,y is compact, there are a finite number of neighborhoods {Ol, 1 ≤ l ≤ N}

covering Γ 1/2
x,y such that each one of them has a local chart on which the lower

bound in (5.3.4) holds. By Theorem 5.3.2 there is a constant C4 such that

pM (t, x, y) ≤ C4

td
e−d(x,y)

2/2t
N∑
l=1

∫
Oi

e−2|z1|2/t dz.
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Again using local coordinates we can prove that∫
Oi

e−2|z1|2/t dz ∼ const.× t1/2.

Hence,

pM (t, x, y) ≤ C2

t(2d−1)/2
e−d(x,y)

2/2t.

The proof is completed. �

Corollary 5.3.5. Suppose that M is a compact Riemannian manifold. Then
there exist positive constants C1 and C2 such that for all (t, x, y) ∈ (0, 1)×
M ×M ,

(5.3.5)
C1

td/2
e−d(x,y)

2/2t ≤ pM (t, x, y) ≤ C2

td/2
.

Proof. The lower bound is the same as in the theorem. If d(x, y) ≤ iM/2
(the injectivity radius), the upper bound follows from the local asymp-
totic expansion of the heat kernel in in Theorem 5.1.1; if d(x, y) ≥ iM/2,
it follows from the upper bound in the above theorem and the fact that
supt≥0 t

−(d−1)/2e−i
2
M/8t <∞. �

5.4. Brownian bridge

In this section we assume that M is a compact Riemannian manifold. A
Brownian bridge from x to y in time T is obtained from Brownian motion
starting from x by conditioning on those paths that are at y at time T . As
the transition density function of Brownian motion motion, the heat kernel
measures the probability that Brownian motion starting from x will be at y
at time t; therefore it is not surprising that Brownian bridge should play a
role in the study of the heat kernel.

Consider the bridge space

Lx,y;T (M) = {ω ∈W (M) : ω0 = x, ωT = y} .

The special case Lx;T (M) = Lx,x;T (M) is the loop space based at x. The
law of the Brownian bridge from x to y in time T is a probability measure
Px,y;T on Lx,y;T (M) defined roughly by

Px,y;T (C) = Px {C|XT = y} , C ∈ B(W (M)).

We will call Px,y;T the Wiener measure on Lx,y;T (M). It is sometimes helpful
to regard Px,y;T as a measure on the path space W (M) concentrated on the
subset Lx,y;T (M).

We first address the question of the existence of Px,y;T . Let us first pro-
ceed intuitively and calculate the finite-dimensional marginal distributions
of Px,y;T . Suppose that s < T and let F be a nonnegative function on W (M)
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measurable with respect to Bs, and f a nonnegative measurable function on
M . Then, by the definition of conditional probabilities,

Ex {f(XT )F (X)} = Ex {f(XT )Ex,XT ;TF (X)} .

For the left side, using the Markov property at time s and the fact that
pM (t, x, y) is the transition density for X, we have

Ex {f(XT )F (X)}] = Ex {F (X)EXsf(XT−s)}

= Ex
[
F (X)

∫
M
pM (T − s,Xs, y)f(y)dy

]
.

Hence ∫
M

Ex {F (X)pM (T − s,Xs, y)} f(y)dy

=
∫
M

Ex,y;T {F (X)} pM (T, x, y)f(y)dy.

This being true for all nonnegative measurable f , we have, for all F ∈ Bs,

(5.4.1) Ex,y;T {F (X)} =
Ex {F (X)pM (T − s,Xs, y)}

pM (T, x, y)
, 0 ≤ s < T.

The above formula shows that Px,y;T , as a measure on W (M), is absolutely
continuous with respect to Px on Bs for any s < T , and the Radon-Nikodym
derivative is given by

(5.4.2)
dPx,y;T
dPx

∣∣∣∣
Bs

=
pM (T − s,Xs, y)
pM (T, x, y)

def= es.

It follows that {es, 0 ≤ s < T} is a positive local martingale under the prob-
ability Px.

If the probability measure Px,y;T exists, then from (5.4.2) it is easy to
see that under Px,y;T , the joint density function of Xs1 , . . . , Xsl

, 0 = s0 <
s1 < · · · < sl < sl+1 = T , is

(5.4.3) pM (T, x, y)−1
l∏

i=0

pM (si+1 − si, xi, xi+1).

[x0 = x, xl+1 = y.]

Theorem 5.4.1. Let M be a compact Riemannian manifold. Then there
is a probability measure Px,y;T on Lx,y;T whose finite-dimensional marginal
distributions are given by (5.4.3).

Proof. This can be proved in the usual manner using Kolmogorov’s exten-
sion theorem and Kolmogorov’s criterion for sample path continuity (see
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Chung [11]). In order to apply Kolmogorov’s criterion, it is enough to show
that there are positive α and β such that

Ex,y;T d(Xs, Xt)α ≤ C(t− s)1+β, 0 ≤ s ≤ t ≤ T.

By (5.4.3) we have

Ex,y;Td(Xs, Xt)α =
1

p(T, x, y)

∫
M
pM (s, x, x1) dz1

×
∫
M
d(x1, x2)αpM (t− s, x1, x2)pM (T − t, x2, y) dx2.

Without loss of generality we may assume that 0 ≤ s ≤ t ≤ 2T/3. Then
the last factor pM (T − t, x2, y) is bounded by a constant. Using the upper
bound for the heat kernel (5.3.4), we have∫

M
d(x1, x2)αpM (t− s, x1, x2) dx2

≤ C1

(t− s)(2d−1)/2

∫
M
d(x1, x2)αe−d(x1,x2)2/2tdx2.

Using polar coordinates it is easy to show that∫
M
d(x1, x2)αe−d(x1,x2)2/2tdx2 ≤ C2(t− s)(α+d)/2.

It follows that there is a constant C such that

Ex,y;T d(Xs, Xt)α ≤ C(t− s)(α−d+1)/2.

Therefore it is enough to take α > d+ 1 and β = (α− d− 1)/2. �

We will need the following estimate.

Lemma 5.4.2. Fix (T, x, y) ∈ (0,∞)×M ×M and a positive N . There is
a constant C = C(x, y, T,N) such that

Ex,y;T d(Xt, x)2N ≤ CtN

for all t ∈ [0, T ].

Proof. It is enough to show the inequality for t ≤ T/2. We have

Ex,y;T d(Xt, x)2N =
1

pM (T, x, y)

∫
M
d(z, x)2NpM (t, x, z)pM (T − t, z, y) dz.

The factor pM (T − t, z, y) is uniformly bounded because t ≤ T/2. Fix a
positive r and consider the integral on B(x; r) and M\B(x; r) separately. If
r is sufficiently small, by Theorem 5.1.1 we have

pM (t, x, z) ≤ C1

td/2
e−d(x,z)

2/2t.
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On M\B(x; r), letting Tr be the first hitting time of B(x; r) we have

pM (t, x, z) = Ez {pM (t− Tr, x,Xτr) ; Tr < t}
≤ sup {pM (s, x, z) : 0 ≤ s ≤ t, d(x, z) = r} .

Hence, by Theorem 5.1.1 again we have

pM (t, x, z) ≤ C2

td/2
e−r

2/2t.

It follows that there is a constant C3 such that

Ex,y;T d(Xt, x)2N ≤
C3

td/2

∫
B(x;r)

d(z, x)2Ne−d(z,x)
2/2tdz +

C3

td/2
e−r

2/2t.

The integral can be estimated easily in polar coordinates, and we have∫
B(x;r)

d(z, x)2Ne−d(z,x)
2/2tdz ≤ C4 t

N+d/2.

This completes the proof. �

Brownian bridge has the following symmetry property under time rever-
sal.

Proposition 5.4.3. Let Px,y;T be the law of the Brownian bridge from x to
y in time T . Then under Px,y;T the process {XT−s, 0 ≤ s ≤ T} has the law
Py,x;T , i.e., it is a Brownian bridge from y to x in time T .

Proof. This follows from the finite-dimensional marginal distributions given
above and the symmetry of the heat kernel. �

Next we derive a stochastic differential equation for a Brownian bridge,
or more precisely, for the horizontal lift of a Brownian bridge. In the case
M = Rd, the equation is well known: under the probability measure Px,y;T ,
there is a d-dimensional Brownian motion b such that

(5.4.4) Xt = x+ bt −
∫ t

0

Xs

T − s
ds.

We first write the positive local martingale {es, 0 ≤ s < T} (see (5.4.2))
in the form of an exponential martingale. Let us compute the stochastic
differential of ln es. Using the fact that pM (t, x, y) satisfies the heat equation
in (t, x) for fixed y, we have, after an easy computation, an equation for
ln pM :

∂

∂t
ln pM =

1
2
∆ ln pM +

1
2
|∇ ln pM |2.
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This equation can be lifted to the orthonormal frame bundle O(M). Let
p̃M (s, u, y) = pM (s, πu, y) be the lift of pM (s, x, y) to the orthonormal frame
bundle O(M). The above equation for ln pM (t, x, y) becomes

(5.4.5)
∂

∂t
ln p̃M =

1
2
∆O(M) ln p̃M +

1
2
|∇H ln p̃M |2,

where
∇H ln p̃M = {H1 ln p̃M , . . . ,Hd ln p̃M}

is the horizontal gradient of ln p̃ and ∆O(M) the horizontal Laplacian on
O(M) (see Section 3.1). Let U be a horizontal lift of the coordinate process
X on W (M). We know that U is a horizontal Brownian motion under the
probability Px; hence its anti-devlopment W is a d-dimensional euclidean
Brownian motion and

dUs =
n∑
i=1

Hi(Us) ◦ dW i
s .

We now apply Itô’s formula to

ln es = ln p̃M (T − s, Us, y)− ln pM (T, x, y).

Using (5.4.5), it is easy to verify that

d ln es = 〈Vs, dWs〉 −
1
2
|Vs|2 ds,

where
Vs

def= ∇H ln p̃M (T − s, Us, y).
Note that the gradient is always taken with respect to the first space variable.

Putting things together, we have obtained the following formula for the
Radon-Nikodym derivative of Brownian bridge with respect to Brownian
motion:

dPx,y;T
dPx

∣∣∣∣
Bs

= exp
[∫ s

0
〈Vu, dWu〉 −

1
2

∫ s

0
|Vu|2 du

]
.

Now, by Girsanov’s theorem (see Theorem 8.1.2), under the probability
Px,y;T , the process

bs = Ws −
∫ s

0
Vτdτ, 0 ≤ s < T,

is a Brownian motion. We now summarize.

Theorem 5.4.4. Let Px,y;T be the law of the Brownian bridge from x to
y of time length T . Then there is a Brownian motion {bs, 0 ≤ s < T} such
that the horizontal lift of the Brownian bridge X satisfies the stochastic
differential equation

(5.4.6) dUs = Hi(Us) ◦
{
dbis +Hi ln p̃M (T − s, Us, y) ds

}
.
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In other words, the anti-development of the Brownian bridge X is

(5.4.7) Ws = bs +
∫ s

0
U−1
τ ∇ ln pM (T − τ,Xτ , y) dτ.

Remark 5.4.5. We have shown (basically by Girsanov’s theorem) that
under Px,y;T , the horizontal lift U of the coordinate pricess X is a semi-
martingale on [0, T ) and satisfies the equation (5.4.6). To show that U is a
semimartingale on the closed time interval [0, T ] we need to show that∫ T

0
|∇ ln pM (T − s,Xs, y)| ds <∞

with Px,y;T -probability 1. This requires us to deal with the singularity of
the logarithmic heat kernel ∇ ln pM (t, x, y) near t = 0. We will address this
question in Proposition 5.5.6 below. �

Using the explict formula for the heat kernel on Rd, we can verify easily
that (5.4.6) reduces to (5.4.4) in the euclidean case.

5.5. Derivatives of the logarithmic heat kernel

In order to deal with the singularity of the drift in (5.4.6), we need to
estimate ∇ ln p(T, x, y) for T near 0. In this section we will prove universal
bounds for the gradient |∇ ln pM (T, x, y)| and the Hessian |∇2 ln pM (T, x, y)|
in the range (0, 1) × M × M . A bound of this kind for the heat kernel
pM (T, x, y) itself has already been proved in Corollary 5.3.5. The key idea
in our proof is to apply Itô’s formula to the processes ∇ ln pM (T − t,Xt, y)
and ∇2 ln pM (T − t,Xt, y), where X is a Brownian bridge.

We introduce a few notational simplifications. For the rest of this sec-
tion, we will work exclusively with the measure Px,y;T , so we simply write it
as P. The terminal point y is fixed throughout the discussion, so we usually
drop it from our notations and work with the function

J(t, u) def= ln pM (T − t, πu, y)

defined on the orthonormal frame bundle O(M). Note the reversal of time
on the right side. Recall that the horizontal gradient is

∇HJ = {H1J, . . . ,HdJ} .

For a multi-index I = i1 · · · il of length l, we introduce the notation

HIJ = Hi1 · · ·HilJ.

Let us first work with a general index I. Using the equation for the
horizontal Brownian bridge U in Theorem 5.4.4, we have

(5.5.1) dHIJ(t, Ut) =
〈
∇HHIJ(t, Ut), dbt

〉
+ {· · ·} dt,
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where

{· · ·} =
∂

∂t
HIJ +

1
2
∆O(M)HIJ + 〈∇HHIJ,∇HJ〉,

evaluated at (t, Ut). In terms of J , the heat equation (5.4.5) for ln pM (s, z, y)
becomes

∂J

∂t
+

1
2
∆O(M)J = −1

2
|∇HJ |2.

Applying HI to both sides of the equation and using the result in the last
term of (5.5.1), we obtain

(5.5.2) d {HIJ(t, Ut)} =
〈
∇HHIJ(t, Ut), dbt

〉
+ EI(t, Ut) ds,

where

(5.5.3) EI =
1
2
[
∆O(M),HI

]
J + 〈∇HHIJ,∇HJ〉 −

1
2
HI〈∇HJ,∇HJ〉.

In order to avoid the singularity at t = T , we only use (5.5.2) up to time
t = T/2. Integrating from 0 to T/2 and taking the expected value, we have

(5.5.4) EHIJ(T/2, UT/2)−HIJ(0, u0) = E
∫ T/2

0
EI(t, Ut) dt

Note that the second term on the right is nothing but the covariant derivative
of ln pM (T, x, y) wirtten in the orthonormal frame bundle O(M). The above
relation is the starting point for proving the estimates for the derivatives
of the logarithmic heat kernel. The necessary estimates for EI with indices
of lengths 0, 1, and 2 are set out in Lemma 5.5.2 below. The case E∅
follows directly from the relevant definitions. For other cases we hope that
the commutator in the first term will produce some lower order terms and
that some cancellations will happen between the last two terms. Clearly we
have to turn to differential geometry for computing commutators between
horizontal vector fields. A reader who does not want to be interrupted by
these differential geometric calculations should read the statement of Lemma
5.5.1 and proceed directly to Theorem 5.5.3.

On the orthonormal frame bundle, besides the d fundamental horizontal
vector fields Hi, there are also d(d− 1)/2 fundamental vertical vector fields
defined as follows. Let o(d) be the Lie algebra of the orthogonal group O(d),
i.e., the space of (d × d) antisymmetric matrices. Each element A ∈ o(d)
defines a vertical vector field VA on O(M) by

VAF (u) = dF (uetA)/dt|t=0.

The map A 7→ VA(u) is an isomorphism from o(d) to the vertical subspace
VuO(M). Let Aij ∈ o(d) be the matrix whose (i, j)th entry is 1/2, (j, i)th
entry is −1/2, and all other entries are zero. Then {Aij , 1 ≤ i < j ≤ d} is a
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basis for o(d). Let Vij = VAij , the vertical vector field corresponding to the
antisymmetric matrix Aij . Then

VA = AabVab, A =
{
Aab
}
∈ o(d).

The d(d−1)/2 vertical vector fields {Vij , 1 ≤ i < j ≤ d} are called the funda-
mental vertical vector fields. It is clear that {Hi, Vij} is a basis for TuO(M)
everywhere on O(M). We need to calculate commutators of these vector
fields.

The solder form θ on O(M) is defined by

θ(X)(u) = u−1π∗X, X ∈ TuO(M).

The connection form ω is an o(d)-valued vertical 1-form on O(M) defined
by the following properties:

(i) ω(X) = 0 if X is horizontal;
(ii) Vω(X) = X if X is vertical.

From these definitions, we have, for any X ∈ TO(M),

(5.5.5) X = Hθ(X) + Vω(X).

Recall the usual definition of the Riemannian curvature tensor:

(5.5.6) R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.

For X,Y ∈ TxM , the linear map R(X,Y ) : TxM → TxM is antisymmet-
ric because the Levi-Civita connection is compatible with the metric. The
curvature form Ω is an o(d)-valued horizontal 2-form on O(M) defined by

Ω(X,Y )(u) = u−1R(π∗X,π∗Y )u, X, Y ∈ TuO(M).

In terms of these differential forms on O(M), the definitions of the torsion
tensor (which is assumed to be zero here) and the curvature tensor become
the first and the second structure equations:

dθ =− θ ∧ ω,
dω =− ω ∧ ω + Ω.

Lemma 5.5.1. The following commutation relations hold:{
[Hi,Hj ] = −VΩ(Hi,Hj) = −Ωab

ij Vab,

[Hi, Vjk] = −AiljkHl.

Proof. Recall that the exterior differential of a 1-form η is defined by

dη(X,Y ) = Xη(Y )− Y η(X)− η([X,Y ]),

where [X,Y ] is the bracket of the two vector fields. We rewrite the above
identity as

η([X,Y ]) = Xη(Y )− Y η(X)− dη(X,Y ).
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Let η = θ, X = Hi, Y = Hj , and use the first structure equation on the right
side. We find that θ([Hi,Hj ]) = 0, i.e., the commutator is a vertical vector
field. Using the second structure equation, we can compute ω([Hi,Hj ]) in
the same way and obtain

ω([Hi,Hj ]) = −Ω(Hi,Hj).

It follows from (5.5.5) that [Hi,Hj ] = −Ωab
ij Vab. The second commutation

relation can be proved similarly. �

We now come to the estimates of EI .

Lemma 5.5.2. Let EI be defined in (5.5.3). There is a constant C such
that

(5.5.7)


|E∅| =

1
2
|∇HJ |2,

|Ei| ≤ C|∇HJ |,
|Eij | ≤ C|∇HJ |+ C|∇H∇HJ |+ C|∇H∇HJ |2.

Proof. The case E∅ follows directly from the definition.
For the case Ei, we first note that VabJ = 0 because Vab is a vertical and

J is the lift of a function on M . Hence from the first relation in Lemma
5.5.1 we have

[Hi,Hj ]J = 0.

This implies that the last two terms in Ei cancel. For the first term of Ei,
a simple calculation using Lemma 5.5.1 shows that

[H2
j ,Hi]J = −Ωab

ij VabHiJ.

From the definitions of Vab and HiJ it is easy to verify that

VabHiJ = AikabHkJ.

It follows that there is a constant such that |EiJ | ≤ C|∇HJ |.
The proof of the inequality for Eij needs the second commutation rela-

tion in Lemma (5.5.1), and can be carried out along the same line. This
inequality is used only in estimating the second derivatives of ln pM (T, x, y)
in Theorem 5.5.7, which is not needed for the rest of the book. For this
reason we omit its proof here and leave it as an exercise to the reader. �

We are ready for a global estimate of ∇ ln pM (T, x, y).

Theorem 5.5.3. Let M be a compact Riemannian manifold. Then there is
a constant C such that, for all (T, x, y) ∈ (0, 1)×M ×M ,

|∇ ln pM (T, x, y)| ≤ C
[
d(x, y)
T

+
1√
T

]
.
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Proof. From (5.5.4) with I = ∅ and the first line in (5.5.7) we have

(5.5.8) E
∫ T/2

0
|∇HJ(t, Ut)|2dt = 2EJ

(
T/2, UT/2

)
− 2J(0, u0).

From (5.3.5) there is a constant C1 such that the right side of (5.5.8) satisfies

2E

[
ln
p
(
T/2, XT/2, y

)
pM (T, x, y)

]
≤ C1

[
d(x, y)2

T
+ 1
]

;

hence

(5.5.9) E
∫ T/2

0
|∇HJ(s, Us)|2ds ≤ C1

[
d(x, y)2

T
+ 1
]
.

Now taking I = i in (5.5.4) and integarting from 0 to T/2, we have

T∇HJ(0, uo) = 2E
∫ T/2

0
∇HJ(t, Ut) dt

− 2E
∫ T/2

0

(
T

2
− t
)
E(t, Ut) dt,

where E = (E1, . . . , Ed). From (5.5.7), there is a constant C2 such that

|E(t, Ut)| ≤ C2|∇HJ(t, Ut)|.

Hence,

T |∇HJ(0, uo)| ≤ C3E
∫ T/2

0
|∇HJ(t, Ut)|ds.

Using the Cauchy-Schwarz inequality and (5.5.9), we obtain

T |∇HJ(0, uo)| ≤ C4

√
T

[
d(x, y)2

T
+ 1
]1/2

.

Dividing by T , we obtain

|∇ ln pM (T, x, y)| = |∇HJ(T, uo)| ≤ C
[
d(x, y)
T

+
1√
T

]
.

�

Let us use our inequality for ∇ ln pM (T, x, y) to prove a few useful facts.

Proposition 5.5.4. There is a constant C such that for all (T, x, y) ∈
(0, 1)×M ×M ,

Ex,y;T d(Xt, y)2 ≤ Cd(x, y)2 + Cmin {t, T − t} , 0 ≤ t ≤ T.
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Proof. Suppose first that t ≤ T/2. Let O be a neighborhood of y covered
by a normal coordinate system z =

{
zi
}
. Let f be a smooth function on

M such that f(z) = |z|2 for z ∈ O and f is strictly positive outside O. It is
clear that that there is a constant C1 such that for all z ∈M ,

C−1
1 d(z, y)2 ≤ f(z) ≤ C1d(z, y)2, |∇f(z)| ≤ C1

√
f(z).

From Theorem 5.5.3 we have

|∇ ln pM (T − t, z, y)| ≤ C2

[√
f(z)

T − t
+

1√
T − t

]
.

Hence for t ≤ T/2, there is a constant C3 such that

(5.5.10) |〈∇f(z),∇ ln pM (T − t, z, y)〉| ≤ C3

[
f(z)
T

+ 1
]
.

From the stochastic differential equation for the Brownian bridge in Theo-
rem 5.4.4 we have

f(Xt) =f(x) + martingale +
1
2

∫ t

0
∆f(Xs) ds

+
∫ t

0
〈∇f(Xs),∇ ln pM (T − s,Xs, y)〉ds.

The last term can be bounded by (5.5.10), and we obtain, for 0 ≤ t ≤ T/2,

Ef(Xt) ≤ f(x) + C4t+
C4

T

∫ t

0
Ef(Xs) ds.

This implies by Gronwall’s lemma that

Ef(Xt) ≤ C5 {f(x) + t} .

Note that C5 is independent of T . The above inequality is equivalent to

E d(Xt, y)2 ≤ C6

{
d(x, y)2 + t

}
, t ≤ T/2.

This shows the assertion for t ≤ T/2. If t ≥ T/2, using

d(Xt, y) ≤ d(Xt, x) + d(x, y)

and the fact that {XT−t 0 ≤ t ≤ T} under the probability Py,x;T is the same
Brownian bridge as {Xt, 0 ≤ t ≤ T} under Px,y;T we have

Ex,y;T d(Xt, y)2 ≤ 2 Ex,y;Td(Xt, x)2 + 2d(x, y)2

= 2 Ey,x;Td(XT−t, x)2 + 2d(x, y)2

≤ C7

{
d(x, y)2 + (T − t)

}
.

This completes the proof. �
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Remark 5.5.5. The same line of thought can be used to show in general
that

Ex,y;T d(Xt, y)2N ≤ CNd(x, y)2 + CN min {t, T − t}N , 0 ≤ t ≤ T. �

We now address the question whether the horizontal lift of a Brownian
bridge is a semimartingale.

Proposition 5.5.6. Let X be the coordinate process on the path space
W (M) and U its horizontal lift. Then, nder the probability Px,y;T , both
{Us, 0 ≤ s ≤ T} and {Xs, 0 ≤ s ≤ T} are semimartingales.

Proof. Clearly it is enough to show that U is a semimartingale. We have
shown that U is a semimartingale on [0, T ) and satisfies the equation (5.4.6).
In order to verify that U is a semimartingale on [0, T ], it is enough to show
that

(5.5.11) Ex,y;T
∫ T

0
|∇ ln pM (T − s,Xs, y)| ds <∞.

Using our estimate for the gradient of the logarithmic heat kernel (Theorem
5.5.3) we have

|∇ ln pM (T − s,Xs, y)| ≤ C1

[
d(Xs, y)
T − s

+
1√
T − s

]
.

From Lemma 5.4.2 we have

Ex,y;T d(Xs, y) ≤ C2

√
T − s.

It follows that there is a constant C3 such that

Ex,y;T |∇ ln pM (T − s,Xs, y)| ≤
C3√
T − s

.

Now it is clear that (5.5.11) holds, and the proof is completed. �

We now proceed to the second derivatives of ln pM (T, x, y). Although
this estimate is not needed later, it has been proven useful in several appli-
cations not covered in this book.

Theorem 5.5.7. Let M be a compact Riemannian manifold. There is a
constant C such that, for all (T, x, y) ∈ (0, 1)×M ×M ,

(5.5.12)
∣∣∇2 ln p (T, x, y)

∣∣ ≤ C [d(x, y)
T

+
1√
T

]2

.

Proof. The proof is similar to that of Theorem 5.5.3. We first show that

(5.5.13)
∫ T/2

0
|∇H∇HJ(t, Ut)|2dt ≤ C1

[
d(x, y)
T

+
1√
T

]2

.
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Let I = i and t = T/2 in (5.5.2). We have∫ T/2

0
〈∇H∇HJ(t, Ut), dbt〉

= ∇HJ(T/2, UT/2)−∇HJ(0, u0)−
∫ t

0
E(s, Us) ds.

Squaring it and taking the expectation, we have

(5.5.14) E
∫ T/2

0
|∇H∇HJ(s, Us)|2ds ≤ C2 {S1 + S2 + S3} ,

where

S1 = E|∇HJ(T/2, UT/2)|2,

S2 = |∇HJ(0, uo)|2,

S3 = E
∫ T/2

0
|E(t, Ut)|2dt.

By Theorem 5.5.3 (the estimate for the first derivatives of the logarithmic
heat kernel) and Lemma 5.5.4,

S1 ≤ C3 E
[
d(XT/2, y)

T
+

1√
T

]2

(5.5.15)

≤ C4

[
E d(XT/2, y)2

T 2
+

1
T

]

≤ C5

[
d(x, y)
T

+
1√
T

]2

.

Also, by Theorem 5.5.3,

(5.5.16) S2 ≤ C6

[
d(x, y)
T

+
1√
T

]2

.

For S3 we use the inequality |E(t, Ut)| ≤ C7|∇HJ(t, Ut)| in (5.5.7) and (5.5.9)
to obtain

(5.5.17) S3 ≤ C8

[
d(x, y)2

T
+ 1
]
≤ C9

[
d(x, y)
T

+
1√
T

]2

.

From (5.5.14) — (5.5.17) we obtain (5.5.13)
Now integrating (5.5.4) with I = ij from 0 to T/2, we have

T∇H∇HJ(0, uo) = 2E
∫ T/2

0
∇H∇HJ(t, Ut) dt

+ 2E
∫ T/2

0

(
T

2
− t
)
F (t, Ut) dt,
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where F = {Eij}. From the last line of (5.5.7) we have a bound for |F (t, Ut)|,
and so

(5.5.18) T |∇H∇HJ(0, uo)| ≤ C3 {K1 +K2 + TK3} ,

where

K1 = E
∫ T/2

0
|∇HJ(t, Ut)|dt,

K2 = E
∫ T/2

0
|∇H∇HJ(t, Ut)|dt,

K3 = E
∫ T/2

0
|∇H∇HJ(t, Ut)|2dt.

Using (5.5.9), we have

K1 ≤
√
T

[
E
∫ T/2

0
|∇J(t, Ut)|2dt

]1/2

≤ C4

√
T

[
d(x, y)2

T
+ 1
]1/2

≤ C5T

[
d(x, y)
T

+
1√
T

]2

.

Using (5.5.13), we have

K2 ≤
√
T

[
E
∫ T/2

0
|∇H∇HJ(t, Ut)|2dt

]1/2

≤ C7

√
T

[
d(x, y)
T

+
1√
T

]
≤ C8T

[
d(x, y)
T 3/2

+
1
T

]
≤ C9T

[
d(x, y)
T

+
1√
T

]2

.

Here in the third step we have used the inequality

d(x, y)
T 3/2

≤ d(x, y)2

T 2
+

1
T
.

Also using (5.5.13), we have

K3 ≤ C10

[
d(x, y)
T

+
1√
T

]2

.



156 5. Short-time Asymptotics

Putting the upper bounds for K1,K2, and K3 into (5.5.18), we obtain

|∇2 ln pM (T, x, y)| = |∇H∇HJ(T, uo)| ≤ C11

[
d(x, y)
T

+
1√
T

]2

.

�

Remark 5.5.8. In general we can show that, for (t, x, y) ∈ (0, 1)×M ×M ,

|∇N ln pM (T, x, y)| ≤ CN
[
d(x, y)
T

+
1√
T

]N
.



Chapter 6

Further Applications

In this chapter we study two geometric problems by probabilistic methods.
The first one is the Dirichlet problem at infinity for a Cartan-Hadamard
manifold M . By the Cartan-Hadamard theorem, it can be compactified
by its sphere at infinity S∞(M). We reduce the solvability of the Dirichlet
problem on M = M ∪ S∞(M) to the problem of angular convergence of
Brownian motion on M . After explaining a general scheme for proving
angular convergence in Section 6.1, we prove, in Sections 6.2 and 6.3
respectively, the solvability of the Dirichlet problem at infinity under two
typical upper bounds on the curvature:

(i) KM (x) ≤ −a2 for a constant a > 0;

(ii) KM (x) ≤ − C

r(x)2
for a constant C > 2.

In both cases we need to assume an appropriate lower bound on the growth of
the Ricci curvature. If the manifold is radially symmetric, then the solvabil-
ity of the Dirichlet problem at infinity can be reduced to a one-dimensional
problem. This case is discussed in Section 6.4.

The second problem is the eigenvalue estimates for a compact Riemann-
ian manifold with nonegative Ricci curvature by the method of coupling. It
is somewhat surprising that this probabilistic method yields the sharp lower
bounds for the first nonzero eigenvalue; namely, if RicM (x) ≥ (d − 1)K for
some nonnegative constant K, then

λ1(M) ≥

dK, K > 0,
π2

d(M)2
, K = 0.

157
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Here d(M) is the diamter of M . Unlike geometric approaches to these
estimates, the probabilistic proofs of these two cases are almost identical.
The key idea, due to Chen and Wang [10], is to calculate the decay rate
of the expected value of a suitable chosen function of the distance between
the coupled Brownian motions. In Sections 6.5 and 6.6 we will describe
the Kendall-Cranston coupling and its relation with index forms. The two
eigenvalue estimates are proved in Section 6.7.

6.1. Dirichlet problem at infinity

If D is a smooth domain in a Riemannian manifold and f ∈ C(∂D), then
in Lemma 4.4.3 we have shown that the solution to the Dirichlet boundary
valued problem {

∆u = 0, on D,
u = f, on ∂D,

is given by u(x) = Exf(XτD). Here Ex is the expectation with respect to
the Wiener measure (the law of Brownian motion) on W (M) starting from
x. The Dirichlet problem at infinity for a Cartan-Hadamard manifold has
a similar representation formula. We will start with some basic facts about
Cartan-Hadamard manifolds; see Jost [50] and Schoen and Yau [64] for more
detailed discussion.

A Cartan-Hadamard manifold M is a complete, simply connected Rie-
mannian manifold of nonpositive (sectional) curvature. For any fixed point
o ∈ M , the exponential map exp : ToM → M is a diffeomorphism between
ToM and M , and we can introduce global polar coordinates on M . Two
geodesic rays γ1 and γ2 on M are said to be equivalent if there is a constant
C such that d(γ1(t), γ2(t)) ≤ C for all t ≥ 0. It can be shown that this is
an equivalence relation on the set of geodesic rays. The set of equivalence
classes is called the sphere at infinity S∞(M). If we fix a reference point
o ∈ M , then S∞(M) can be identified with the unit sphere on the tangent
space ToM .

We now describe a topological structure on the union M = M ∪S∞(M).
Let θ0 ∈ S∞(M) be a point on the boundary. For any o ∈ M , θ0 can be
identified with a unit vector on the tangent space ToM . Take a positive λ.
We define a truncated cone

T (o, θ0, λ,R) = {(r, θ) ∈M : ∠(θ0, θ) < λ, r > R} .

If we take {T (o, θ0, λ,R) : λ > 0, R > 0} as a topological basis of M at
θ0 ∈ S∞(M), then it can be shown that the resulting topology (called the
cone topology) on M is independent of the reference point o, and with this
topology M is a compactification of M , namely, M is compact and the nat-
ural inclusion i : M → M maps M homeomorphically onto a dense open
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subset of M . If (r, θ) are the polar coordinates based at o, then a squence
of points zn = (rn, θn) ∈ M converges to a boundary point θ0 ∈ S∞(M) if
and only if rn → ∞ and θ(zn) → θ0 in Sd−1. Thus topologically M is Rd

compactified by its own boundary at infinity.
Given a continuous function f on S∞(M), the Dirichlet problem at in-

finity is to find a function u ∈ C∞(M) ∩ C(M) such that{
∆u = 0, on M,

u = f, on S∞(M).

We say that the Dirichlet problem at infinity is solvable for M if for every
f ∈ C(S∞(M)) there is a unique solution uf . This property of a Cartan-
Hadamard manifold can be obtained under certain conditions on the cur-
vature of M , and has been studied extensively by both analytic and prob-
abilistic methods. By analogy with the case of a bounded domain, we will
solve this problem probabilistically by showing that under suitable geomet-
ric conditions Brownian motion X on M converges to a random variable Xe

on the boundary S∞(M) as t ↑ e(X). The function uf (x) = Exf(Xe) will
be harmonic on M . If we can further show that the law of Xe satisfies

lim
x→θ0

Px ◦X−1
e = point mass at θ0,

then uf is continuous onM and its value on the boundary is f . In particular,
there are nonconstant bounded harmonic functions on M .

Proposition 6.1.1. Let M be a Cartan-Hadamard manifold. Let Px be the
law of Brownian motion on M starting from x. Suppose that for any x ∈M
we have

Px
{
Xe = lim

t↑e
Xt exists

}
= 1

(in the topology of M) and for any θ0 ∈ S∞(M) and any neighborhood O of
θ0 in S∞(M)

lim
x→θ0

Px {Xe ∈ O} = 1.

Then the Dirichlet problem at infinity for M is uniquely solvable. For any
f ∈ C(S∞(M)), the function uf (x) = Exf(Xe) is the unique solution of the
Dirichlet problem with boundary function f .

Proof. Since uf (x) = Exuf (τD) for any relatively compact open set D con-
taining x, the function uf is harmonic on M . We show that it is continuous
on M and is equal to f on the boundary. For any θ0 ∈ S∞(M) and ε > 0,
choose a neighborhood O of θ0 in S∞(M) such that

|f(θ)− f(θ0)| ≤ ε, ∀θ ∈ O.
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Then

|uf (x)− f(θ0)| ≤ Ex|f(Xe)− f(θ0)|
≤ εPx {Xe ∈ O}+ 2‖f‖∞Px {Xe 6∈ O} .

Letting x → θ0, we have lim supx→θ0 |uf (x) − f(θ0)| ≤ ε. This shows that
limx→θ0 uf (x) = f(θ0). Thus uf is a solution of the Dirichlet problem.

To prove the uniqueness, let {Dn} be an exhaustion of M and u a so-
lution of the Dirichlet problem at infinity with boundary function f . Then{
u(Xt∧τDn

), t ≥ 0
}

is a uniformly bounded martingale under Px; hence
u(x) = Exu(Xt∧τDn

). Letting t ↑ ∞ and then n ↑ ∞, and noting that
τDn ↑ e, we have

u(x) = Exu(Xe) = Exf(Xe) = uf (x).

Thus every solution coincides with uf . This proves the uniqueness. �

We now describe a general scheme for proving the convergence of Brow-
nian motion on a Cartan-Hadamard manifold. We have mentioned before
that the statement

Xt = (rt, θt)→ θ0 as t ↑ e
is equivalent to

rt →∞ and θt → θ0 as t ↑ e.
In the latter statement, the first part is guaranteed if Brownian motion is
transient on M . The second part is the angular convergence of Brown-
ian motion. To prove the angular convergence, we look at succesive times
Brownian motion moves a distance 1:

τ1 = inf {t ≥ 0 : d(Xt, o) = 1} ,
τn = inf

{
t ≥ τn−1 : d(Xt, Xτn−1) = 1

}
.

τn−τn−1 is the amount of time spent on the nth step. The angular oscillation
during the time interval [τn−1, τn] is

∆θn = max
τn−1≤t≤τn

dSd−1(θ(Xτn−1), θ(Xt)).

Proposition 6.1.2. Let M be a Cartan-Hadamard manifold. Suppose that
Brownian motion is transient:

Px {rt →∞ as t ↑ e} = 1.

Then the Dirichlet problem at infinity is solvable if for any positive δ,

(6.1.1) lim
r(x)→∞

Px

{ ∞∑
n=1

∆θn ≤ δ

}
= 1.
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Proof. First we note that that
∑∞

n=1 ∆θn <∞ implies that limt↑eXt = Xe

exists. By the assumption, for any fixed positive ε and δ, there is an R such
that

Pz

{ ∞∑
n=1

∆θn ≤ δ

}
≥ 1− ε, r(z) ≥ R.

Suppose that δ < 1 and let τR = inf {t : rt = R}. Then by the Markov
property at τR, we have

Px
{
Xe = lim

t↑e
Xt exists

}
≥ Px

{ ∞∑
n=1

∆θn ≤ 1

}

= ExPXτR

{ ∞∑
n=1

∆θn ≤ 1

}
≥ 1− ε.

Since ε is arbitrary, we have

Px
{
Xe = lim

t↑e
Xt exists

}
= 1, ∀x ∈M.

Let θ0 ∈ S∞(M), and O a neighborhood of θ0 in S∞(M) containing θ0.
Then there is a δ > 0 such that

{θ ∈ S∞(M) : dSd−1(θ, θ0) ≤ 2δ} ⊆ O.

Note that X0 = x, from which we have θ(X0) = θ(x). Hence,

dSd−1(θ0, θe) ≤ dSd−1(θ(x), θ0) +
∞∑
n=0

∆θn.

For any ε > 0 and the above δ, fix R as at the beginning of the proof.
If x is sufficiently close to θ0, we have dSd−1(θ(x), θ0) ≤ δ, and r(x) ≥ R.
Therefore, { ∞∑

n=0

∆θn ≤ δ

}
⊆ {θe ∈ O} ,

and

Px {θe ∈ O} ≥ Px

{ ∞∑
n=0

∆θn ≤ δ

}
≥ 1− ε.

This shows that
lim
x→θ0

Px {Xe ∈ O} = 1.

By Proposition 6.1.1, the Dirichlet problem at infinity is uniquely solvable.
�



162 6. Further Applications

The above proposition reduces the solvability of the Dirichlet problem
at infinity to estimating the total oscillation

∑∞
n=1 ∆θn. This can be done

as follows. Let
Jk = # {n : rτn ≤ k}

be the total number of steps in the geodsic ball B(k). We have

Jk − Jk−1 = # {n : k − 1 < rτn ≤ k} .

For each n such that rτn ∈ B(k)\B(k − 1),

rτn ≥ k − 1, d(Xt, Xτn−1) ≤ 1, t ∈ [τn, τn+1].

We show below that this is the situation where the angular oscillation during
the time interval [τn, τn+1] can be estimated by geometric considerations (see
Lemmas 6.2.1 and 6.3.1). Let us assume that

(6.1.2) ∆θn ≤ hk, for k − 1 ≤ rτn ≥ k − 1,

where hk is decreasing in k. They will be calculated once we impose explicit
upper bound on the sectional curvature of the manifold. From the inequality

∞∑
n=1

∆θn ≤
∞∑
k=1

(Jk − Jk−1)hk

we have

(6.1.3)
∞∑
n=1

∆θn ≤
∞∑
k=2

Jk−1(hk−1 − hk) + lim inf
k→∞

JNhN .

Now the problem reduces to obtaining good bounds for Jk, the number of
steps in B(k).

An upper bound on Jk is possible if Brownian motion goes to infinity
at a fast rate. Suppose that f is a continuous, strictly increasing function,
f(0) = 0, such that for any R

(6.1.4) lim
r(x)→∞

Px {rt ≥ R+ f(t), ∀t ≥ 0} = 1.

The function f will be given explicitly later. Let

A = {rt ≥ R+ f(t), ∀t ≥ 0} .

On A, Brownian motion always lies outside B(R); hence the sum in (6.1.3)
can be limited to the range k ≥ R. Also on A we have rt ≥ f(t). This
implies that

(6.1.5) mes {t : rt ≤ k} ≤ f−1(k),

where f−1 is the inverse function of f and mes {· · ·} denotes the Lebesgue
measure on [0,∞). On the other hand, the total amount of time Brownian
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spends in B(k) satisfies

(6.1.6) mes {t : rt ≤ k} ≥
∑

rτn≤k−1

{τn+1 − τn} .

If rτn ≤ k− 1, the time difference τn+1 − τn can be estimated by Theorem
3.6.1 as follows:

(6.1.7) Px
[
τn+1 − τn ≤

C1

Lk

∣∣∣∣rτn ≤ k − 1
]
≤ e−C2Lk ,

where
Lk

def=
√
− inf {RicM (x) : r(x) ≤ k}

is the lower bound of the Ricci curvature on B(k). The explict form of Lk
depends on the lower bound on the Ricci curvature we will impose on the
manifold. In general, Lk goes to infinity fairly fast, so that the probability
in (6.1.7) is fairly small. Now it is clearly intuitively why we can bound
Jk−1, the number of steps in the geodesic ball B(k − 1). If we ignore the
small probability in (6.1.7) and assume that

τn+1 − τn >
C1

Lk
for ττn ≤ k − 1,

Then from (6.1.5) and (6.1.6) we have

Jk−1 ≤
f−1(k)Lk

C1
.

If we do not ignore the probability in (6.1.7), then the above event should
occur with high probability. To be precise, let nl be the lth step such that
rτn ≤ k − 1 and

Al =
{
τnl+1 − τnl

>
C1

Lk

}
.

If the event A ∩ A1 ∩ · · · ∩ AN ∩ [Jk−1 ≥ N ] occurs, then by (6.1.5) and
(6.1.6),

f−1(k) ≥ mes {t : rt ≤ l} >
C1N

Lk
.

This cannot happen if

(6.1.8) N ≥ f−1(k)Lk
C1

.

Therefore for such N , we have

A ∩A1 ∩ · · · ∩AN ∩ [Jk−1 ≥ N ] = ∅,
or equivalently,

A ∩ [Jk−1 ≥ N ] ⊆ Ac1 ∪ · · · ∪AcN .
By (6.1.7) each Aci has probability not greater than e−C2Lk . This implies

Px {A ∩ [Jk−1 ≥ N ]} ≤ Ne−C2Lk .
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This being true for all N satisfies (6.1.8), we may replace N by C3f
−1(k)Lk

for a large C3 and obtain

Px
{
A ∩

[
Jk−1 ≥ C3f

−1(k)Lk
]}
≤ C3f

−1(k)Lke−C2Lk .

Summing over k ≥ R and taking the complement, we have

Px
{
A ∩

[
Jk−1 ≤ C3f

−1(k)Lk, ∀k ≥ R
]}

≥ PxA− C3

∑
k≥R

f−1(k)Lke−C2Lk .

If the event on the left side occurs, then Jk = 0 for k < R and, provided
that JNhN → 0 as N →∞, we have, by (6.1.3),

∞∑
n=1

∆θn ≤ C3

∑
k≥R

f−1(k)Lk(hk−1 − hk).

To summarize this part of the argument, we have

Px


∞∑
n=1

∆θn ≤
∑
k≥R

εk

 ≥ Px {rt ≥ R+ f(t), ∀t ≥ 0} −
∑
k≥R

ηk,

where

εk = C3f
−1(k)Lk(hk−1 − hk),

ηk = C3f
−1(k)Lke−C2Lk+1 ,

Lk =
√
− inf {RicM (x) : r(x) ≤ k}.

By Proposition 6.1.2 the Dirichlet problem at infinity is uniquely solvable
if the following conditions are satisfied:

(6.1.9)


limr(x)→∞ Px {rt ≥ R+ f(t), t ≥ 0} = 1, ∀R ≥ 0,∑∞

k=1 ηk <∞,∑
k=1 εk <∞,

limN→∞ JNhN = 0.

In the next two sections we will discuss two typical cases where the above
conditions are satisfied.

We end this general discussion of the Dirichlet problem at infinity with
a geometric comparison theorem that will be needed to estimate ∆θn, i.e.,
to calculate hk; see (6.1.2). Again let

κ(r) ≥ sup {KM (x) : r(x) = r} .

Let G be the solution of the Jacobi equation

G′′(r) + κ(r)G(r) = 0, G(0) = 0, G′(0) = 1.
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Theorem 6.1.3. Let M be a Cartan-Hadamard manifold and o ∈ M . De-
fine G as above and let N be the radially symmetric Cartan-Hadamard man-
ifold with metric ds2 = dr2 + G(r)2dθ2 (dθ2 is the standard Riemannian
metric on Sd−1). Let xoy be a geodesic triangle on M with a vertex at o and
x′o′y′ a geodesic triangle on N such that

dN (o′, x′) = r(x), dN (o′, y′) = r(y),

and

dSd−1(θ(x′), θ(y′)) = dSd−1(θ(x), θ(y)).

Then we have

dM (x, y) ≥ dN (x′, y′).

Proof. OnM let γ be the minimal geodesic joining x and y. On the geodesic
triangle xoy suppose that γ is given by {r(θ), 0 ≤ θ ≤ θ0}. On N , consider
the curve γ′ given by the same equation. Let V be the Jacobi field on M
along a geodesic ray such that V (0) = 0 and V (r(θ)) = γ̇(r(θ)), let V ′ be
the corresponding Jacobi field on N . The radial sectional curvature on N
is given by

KN (X ′, X ′
r) = −G

′′(r)
G(r)

, X ′ ⊥ X ′
r, |X ′| = 1.

By the hypothesis, each radial sectional curvature on M satisfies

KM (X,Xr) ≤ −
G′′(r)
G(r)

, X ⊥ Xr, |X| = 1.

Hence we have KM (X,Xr) ≤ KN (X ′, X ′
r), and by the Rauch comparison

theorem (see Cheeger and Ebin[9], pp. 29–30), we have

|V (γ(θ))| ≥ |V ′(γ′(θ))|, i.e., |γ̇(θ)| ≥ |γ̇′(θ)|.

Now,

l(γ) =
∫ θ0

0
|γ̇(θ)|dθ ≥

∫ θ0

0
|γ̇′(θ)|dθ = l(γ′).

Since dM (x, y) = l(γ) and dN (x′, y′) ≤ l(γ′), the result follows. �

The above theorem will be used to bound the angle between two geo-
desic rays on a Cartan-Hadmard manifold M by the corresponding angle
on a radially symmetric manifold constructed from the upper bound of the
sectional curvature of M ; see Lemmas 6.2.1 and 6.3.1.
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6.2. Constant upper bound

In this section we show that the Dirichlet problem at infinity is solvable
under the following curvature condition: there are positive constants a,C,
and η ∈ (0, 1) such that

−Ce(2−η)ar(x) ≤ RicM (x), KM (x) ≤ −a2.

From the discussion in the last section, it is enough to verify (6.1.9) under
these curvature conditions.

Lemma 6.2.1. Let M be a Cartan-Hadamard manifold. Suppose that there
is a positive constant a such that KM (x) ≤ −a2. Let x, y ∈M be such that
r(x), r(y) ≥ r ≥ 2 and d(x, y) ≤ 1. Then

dSd−1(θ(x), θ(y)) ≤
a

sinh a(r − 1)
≤ C(a)e−ar.

Proof. Let M−a2 be a complete, simply connected manifold of constant
curvature −a2. On M−a2 consider a geodesic triangle x′o′y′ such that

d(o′, x′) = r(x), d(o′, y′) = r(y),

and
dSd−1(θ(x′), θ(y′)) = dSd−1(θ(x), θ(y)).

The Riemannian metric on M−a2 has the form

ds2M−a2
= dr2 +G(r)2dθ2, G(r) =

sinh ar
a

;

hence

d(x′, y′) ≥ G(r − 1)dSd−1(θ(x′), θ(y′)) = G(r − 1)dSd−1(θ(x), θ(y)).

By the comparison Theorem 6.1.3, we have d(x′, y′) ≤ d(x, y). Hence

1 ≥ G(r − 1)dSd−1(θ(x), θ(y)),

and the result follows immediately. �

We now estimate the probability that Brownian motion returns to a
fixed geodesic ball.

Lemma 6.2.2. Suppose that KM (x) ≤ −a2. For any R ≥ 0 we have, for
r = r(x) ≥ R,

(6.2.1) Px {rt ≤ R for some t ≥ 0} ≤ cosh1−d a(r −R).

Proof. By the radial process comparison Theorem 3.5.3 we may assume
that M is radially symmetric. The radial process in this case is

rt = r0 + βt +
d− 1

2

∫ t

0
a coth ars ds,
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where β is a Brownian motion. The following argument is well known. The
generator for the one-dimensional diffusion process {rt} is

A =
1
2

(
d

dr

)2

+
d− 1

2
a coth ar

d

dr
.

Let

s(r) =
∫ ∞

r
(sinh au)1−ddu.

Then As = 0, i.e., s is A-harmonic. Let σR = inf {t : rt = R}. If r(x) ≥ R,
then {s(rt∧σR)} is a uniformly bounded martingale. Letting t ↑ ∞, we have

s(r) = Exs (rt∧σR) = s(R)Px {σR <∞} .

Hence

Px {rt ≤ R for some t ≥ 0} = Px {σR <∞} =
s(r)
s(R)

.

On the other hand,

s(r)
s(R)

=

∫∞
r (sinh au)1−d du∫∞
R (sinh au)1−d du

≤ sup
u≥R

[
sinh a(u+ r −R)

sinh au

]1−d

≤ cosh1−d a(r −R).

In the last step we have used the inequality

sinh(x+ y)
sinhx

=
sinhx cosh y + coshx sinh y

sinhx
≥ cosh y.

The result follows. �

Next we consider the rate of escape for Brownian motion.

Lemma 6.2.3. Suppose that KM (x) ≤ −a2. For any λ < (d − 1)a/2 and
R ≥ 0 we have

lim
r(x)→∞

Px {rt ≥ R+ λ t ∀t ≥ 0} = 1.

Proof. By the radial process comparison Theorem 3.5.3, it is enough to
show the result for the process

rt = r0 + βt +
d− 1

2

∫ t

0
a coth ars ds.

Fix λ1 ∈ (λ, (d− 1)a/2) and ε > 0. By the law of the iterated logarithm for
Brownnian motion,

lim inf
t↑∞

βt√
2t ln ln t

= −1.
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Hence there is an R1 independent of x such that

(6.2.2) Px {βt ≥ −(λ− λ1) t−R1, ∀t ≥ 0} ≥ 1− ε.
Take R2 such that

d− 1
2

a coth ar ≥ λ1, ∀r ≥ R2.

By Lemma 6.2.2 for sufficiently large r(x) we have

(6.2.3) Px {rt ≥ R2, ∀t ≥ 0} ≥ 1− ε.
If the events in (6.2.2) and (6.2.3) happen simultaneously, then for all suffi-
ciently large r(x),

rt = r(x) + βt +
d− 1

2

∫ t

0
a coth arsds

≥ r(x)− (λ1 − λ) t−R1 + λ1t

≥ R+ λ t.

This implies that

Px {rt ≥ R+ λ t, ∀t ≥ 0} ≥ 1− 2ε.

�

Theorem 6.2.4. Let M be a Cartan-Hadamard manifold such that

−Ce(2−η)ar(x) ≤ RicM (x), KM (x) ≤ −a2

for some positive constants a,C, and η ∈ (0, 1). Then the Dirichlet problem
at infinity on M is uniquely solvable.

Proof. By the discussion in Section 6.1, it is enough to show (6.1.9). We
can take

f(t) = λ t, by Lemma 6.2.3;
Lk = C1e

(2−η)ak/2, by the lower bound of the Ricci curvature;
hk = C2e

−ak, by Lemma 6.2.1.

It is now straightforward to verify (6.1.9). �

6.3. Vanishing upper bound

We now consider the second typical situation where the Dirichlet problem
at inifnity is uniquely solvable: the upper bound of the sectional curvature
approaches zero at infinity. We assume that there are positive constants
α > 2, β < α− 2, and R0 such that for all r(x) ≥ R0,

−r(x)2β ≤ RicM (x), KM (x) ≤ −α(α− 1)
r(x)2

.

Again we need to verify (6.1.9) under this curvature assumption.
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Lemma 6.3.1. Let M be a Cartan-Hadamard manifold. Suppose that there
are positive constants α ≥ 1 and R0 ≥ 1 such that for all r(x) ≥ R0,

KM (x) ≤ −α(α− 1)
r(x)

.

Let x, y ∈M be such that r(x), r(y) ≥ 2R0 and d(x, y) ≤ 1. Then there is a
constant C independent of x and y such that the angle between the geodesic
rays ox and oy satisfies

dSd−1(θ(x), θ(y)) ≤
C

r(x)α
.

Proof. Let

κ(r) = min

{
sup
r(x)= r

KM (x),−α(α− 1)
r2

}
.

Let G be the unique solution of the Jacobi equation

G′′(r) + κ(r)G(r) = 0, G(0) = 0, G′(0) = 1.

Since κ(r) = −α(α − 1)/r2 for r ≥ R0, there are constants C1, C2, C3 and
R1 ≥ R0 such that

(6.3.1) G(r) = C1r
α + C2r

1−α ≥ C3r
α, ∀r ≥ R1.

Now the proof can be completed as in the proof of Lemma 6.2.1. �

As in the last section, we need to find the probability of Brownian motion
returning to a geodesic ball.

Lemma 6.3.2. Let M be a Cartan-Hadamard manifold. Suppose that there
are positive constants α ≥ 1 and R0 ≥ 1 such that for all r(x) ≥ R0,

KM (x) ≤ −α(α− 1)
r(x)

.

There is a constant C such that, for all R ≥ 1 and x ∈M with r = r(x) ≥ R,

Px {rt ≤ R for some t ≥ 0} ≤ C
(
R

r

)(d−1)α−1

.

Proof. Define the function G as in the proof of Lemma 6.3.1. As before,
we may assume that M is radially symmetric with the metric ds2 = dr2 +
G(r)2dθ2. Let

s(r) =
∫ ∞

r
G(s)1−dds.

By the same argument as in Lemma 6.2.2 we have

Px {rt ≤ R for some t ≥ 0} =
s(r(x))
s(R)

.
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We have G(r) ∼ C1r
α and s(r) ∼ C2r

1−α(d−1) as r ↑ ∞, for some positive
constants C1 and C2. The result follows immediately. �

In order to find the rate of escape for Brownian motion, we need some
facts about Bessel processes. Let Yq,a be the Bessel process of index q > 1
from a ≥ 0:

(6.3.2) Yq,a(t) = a+ βt +
q

2

∫ t

0

ds

Yq,a(s)
,

where β is a one-dimensional Brownian motion. Suppose that ψ is a positive

nonincreasing function such that
∫ ∞

0
ψ(t)q−1dt <∞. Then

P
{

lim inf
t→∞

Yq,a(t)√
tψ(t)

≥ 1
}

= 1.

This is the well known integral test for lower functions of Bessel processes;
see Shiga and Watanabe [67]. In particular, for any λ > 0 we have

(6.3.3) P
{

lim
t↑∞

Yq,a(t)
t1/2−λ

=∞
}

= 1.

Lemma 6.3.3. For any λ > 0 and R ≥ 0 we have

lim
r(x)→∞

Px
{
rt ≥ R+ t1/2−λ ∀t ≥ 0

}
= 1.

Proof. By the comparison Theorem 3.5.3 it is enough to assume that M
is radially symmetric, as in Lemma 6.3.2. The radial process in this case is
given by

rt = r0 + βt +
d− 1

2

∫ t

0

G′(rs)
G(rs)

ds.

Fix q and q1 such that 1 < q1 < q < (d − 1)α. For any ε > 0, by (6.3.3)
there is an R1, dependent on ε but independent of x, such that

(6.3.4) Px
{
Yq1,1(t) ≥ t1/2−λ −R1, ∀t ≥ 0

}
≥ 1− ε.

By the inequality in (6.3.1) there is an R2 independent of ε such that

d− 1
2

G′(r)
G(r)

≥ q

2r
, ∀r ≥ R2.

By Lemma 6.3.2 for sufficiently large r(x) we have

(6.3.5) Px
{
rt ≥

q (R+R1 +R2)
q − q1

, ∀t ≥ 0
}
≥ 1− ε.

Let Xs = rs − (R+R1). If the event in (6.3.5) holds, then

rs ≥
q (R+R1 +R2)

q − q1
≥ R2
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and
q

rs
≥ q1
rs − (R+R1)

=
q1
Xs

.

This implies a lower bound on the drift:

d− 1
2

G′(rs)
G(rs)

≥ q

rs
≥ q1
Xs

.

Now, for the process {Xt} we have

Xt = r(x)− (R+R1) + βt +
d− 1

2

∫ t

0

G′(rs)
G(rs)

ds

= r(x)− (R+R1) + βt +
q1
2

∫ t

0

ds

Xs
+ lt,

for some nondecreasing process {lt}. Compare this with the equation

Yq1,1(t) = 1 + βt +
q1
2

∫ t

0

ds

Yq1,1(s)
.

If r(x) ≥ R + R1 + 1, we have Xt ≥ Yq1,1(t) (see the proof of Theorem
3.5.3). Hence, if both events in (6.3.4) and (6.3.5) hold, then

rt = R+R1 +Xt ≥ R+R1 + Yq1,1(t) ≥ R+ t1/2−λ.

It follows that, for sufficiently large r(x),

Px
{
rt ≥ R+ t1/2−λ, ∀t ≥ 0

}
≥ 1− 2ε.

This completes the proof. �

Theorem 6.3.4. Let M be a Cartan-Hadamard manifold. Suppose that
there are positive constants α > 2, β < α− 2, and R0 such that

−r(x)2β ≤ RicM (x), KM (x) ≤ −α(α− 1)
r(x)2

, ∀r(x) ≥ R0.

Then the Dirichlet problem at infinity is solvable.

Proof. We need to verify (6.1.9). We can take
f(t) = t1/2−λ, by Lemma 6.3.2;
Lk = C1k

β , by the lower bound of the Ricci curvature;
hk = C2k

−α, by Lemma 6.3.1.

Now it is straightforward to verify (6.1.9) if 0 < λ < (α−2−β)/2(α−β). �

The following corollary is immediate.
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Corollary 6.3.5. Let M be a Cartan-Hadamard manifold. Suppose that the
Ricci curvature is bounded from below by a constant. If there are positive
R0 and c > 2 such that

KM (x) ≤ − c

r(x)2
, ∀r(x) ≥ R0,

then the Dirichlet problem at infinity is solvable.

6.4. Radially symmetric manifolds

If a Cartan-Hadamard manifold M is radially symmetric, the problem of
solvability of the Dirichlet problem at infinity affords an elegant probabilistic
solution by taking advantage of the special structure of Brownian motion.
The Riemannian metric has the form ds2 = dr2 + G(r)2dθ2. As always we
identify the boundary at infinity S∞(M) with the unit sphere Sd−1 in ToM .

We have shown in Example 3.3.3 that the radial process rt = r(Xt) is
the solution of the equation

(6.4.1) rt = r0 + βt +
d− 1

2

∫ t

0

G′(rs)
G(rs)

ds,

where β is a one-dimensional Brownian motion, and the angular process
θt = θ(Xt) is a time-changed Brownian motion on Sd−1. Define a new time
scale

(6.4.2) lt =
∫ t

0

ds

G(rs)2
.

Then there is a Brownian motion Z on Sd−1 independent of the Brownian
motion β such that θt = Zlt . Because Z is recurrent on Sd−1, the only way
the limiting angle θe = limt↑e θt can exist is when le < ∞. This argument
reduces the angular convergence problem to the one-dimensional problem of
finding conditions on the function G such that Px {le <∞} = 1.

We now observe that le is the lifetime of the radial process after a time
change. In fact, let τ : [0, le) → [0, e) be the inverse function of l : [0, e) →
[0, le) and let Yt = rτt , t ≤ le. Then it is clear that

e(Y ) = le =
∫ e(r)

0

ds

G(rs)2
.

In terms of Y we have

τt =
∫ t

0
G(Ys)2ds.

Replacing t in (6.4.1) by τt, we have

Yt = Y0 + βτt +
d− 1

2

∫ t

0
G′(Ys)G(Ys) ds.
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Of course, {βτt} is no longer a Brownian motion; it is a local martingale
with the quadratic variation τt. Hence there is a Brownian motion W such
that

βτt =
∫ t

0
G(Ys) dWs.

It follows that the time-changed radial process is the solution of

(6.4.3) dYt = G(Yt) dWt +
d− 1

2
G′(Yt)G(Yt) dt.

It is therefore an L-diffusion on [0,∞) with the generator

L =
1
2

[
G(x)2

(
d

dx

)2

+ (d− 1)G′(x)G(x)
d

dx

]
.

We have stated in Proposition 4.2.2 the exact condition under which Y has
finite lifetime with probability one. It is now a simple matter of expressing
this condition explicitly in terms of G. Define

J(G) =
∫ ∞

c
G(r)1−ddr

∫ r

c
G(s)d−3ds.

Proposition 6.4.1. Let M be a radially symmetric Cartan-Hadamard man-
ifold of dimension d ≥ 2 with the metric ds2 = dr2 +G(r)2dθ2. Then

Px
{

lim
t↑e

Xt = Xe exists
}

= 1

if and only if J(G) <∞.

Proof. We first note that J(G) < ∞ implies that X is transient; thus
the limit Xt = (rt, θt) → (re, θe) exists with probability one if and only
if the limiting angle θe exists with probability one. Let Y be the one-
dimensional diffusion defined by (6.4.3). Then, as we have argued before, the
limiting angle θe exists with probability one if and only if Px {e(Y ) <∞} =
1. According to Proposition 4.2.2 this happens if and only if one of the
following three cases happens:

(1) l(0) < +∞ and l(∞) <∞;
(2) s(0) = −∞ and l(∞) <∞;
(3) l(0) < +∞ and s(∞) =∞.

In the present case, we have

s(r) =
∫ r

c
G(s)1−dds,

l(r) =
∫ r

c
G(s)1−dds

∫ s

c
G(u)d−3du.
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From G(r) ∼ r as r ↓ 0 we have s(0) = −∞ and l(0) =∞; thus only (2) can
happen. It follows that Px {e(Y ) <∞} = 1 if and only if l(∞) = J(G) <
∞. �

It requires some work to show that the same condition also guarantees
the unique solvability of the Dirichlet problem at infinity.

Theorem 6.4.2. Let M be a radially symmetric Cartan-Hadamard manifold
of dimension d ≥ 2 with the metric ds2 = dr2 + G(r)2dθ2. Then there are
two possibilities.

(i) If J(G) < ∞, then for any f ∈ C(S∞(M)), the function u(x) =
Exf(Xe) is the unique solution of the Dirichlet problem at infinity
with boundary function f .

(ii) If J(G) = ∞, then every bounded harmonic function on M is a
constant.

Proof. (i) By Proposition 6.4.1, the random variable Xe exists. Using
the Markov property, we have u(x) = Ex {u(XτB )} with B = B(x; r), from
which it is clear that u is harmonic (see Lemma 4.4.3). Thus it is enough
to show that u takes the boundary value f .

We have u(x) = Exf(θe) with θe = Zle , where Z is a Brownian motion
on Sd−1 independent of le. Hence we can write

(6.4.4) u(x) = Ex
∫

Sd−1

p Sd−1(le, θ(x), θ)f(θ)dθ.

Thus the distribution of θe has a density Exp Sd−1(le, θ(x), θ) with respect to
the volume measure on Sd−1. To show that f is the boundary value of u,
we first note that from

lim
t↓0

∫
Sd−1

p Sd−1(t, θ0, θ)f(θ)dθ = f(θ0)

and the fact that the heat kernel pSd−1(t, θ1, θ2) is rotationally invariant, we
have

lim
t↓0, θ1→θ0

∫
Sd−1

p Sd−1(t, θ1, θ)f(θ)dθ = f(θ0).

If we can show that for any t > 0,

(6.4.5) lim
r(x)→∞

Px {le ≥ t} = 0,

then it is a simple matter to show from (6.4.4) that u(x) → f(θ0) as x →
θ0 ∈ S∞(M) (namely, r(x)→∞ and θ(x)→ θ0). Thus it is enough to show
(6.4.5).

Recall that le = e(Y ), the lifetime of Y defined in (6.4.3). We have

σr
def= inf {t : Yt = r} ↑ e(Y ) as r ↑ ∞.
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Fix an r0 > 0. Since we know that Pr0 {e(Y ) <∞} = 1, for any ε > 0, there
is an n such that

Pr0 {e(Y ) ≥ σn + t} ≤ ε.

If r ≥ n, then using the Markov property at σr we have

ε ≥ Pr0 {e(Y ) ≥ σn + t} ≥ Pr0 {e(Y ) ≥ σr + t} = Pr {e(Y ) ≥ t} .

This implies (6.4.5).
(ii) Suppose that J(G) =∞ and let u be a bounded harmonic function

on M . Then {u(Xt), t < e} is a bounded martingale. Therefore we have

u(x) = ExH, H
def= lim

t↑e
u(Xt).

If Brownian motion X is recurrent, then obviously H is a constant Px-almost
surely and this constant is independent of x. Hence u is a constant. If X is
transient, we will use the fact that

pSd−1(t, θ1, θ2)→
1

|Sd−1|

uniformly on Sd−1×Sd−1 as t ↑ ∞. This is a consequence of the L2-expansion
of the heat kernel; see (7.3.1). Now suppose that x, y ∈ M are such that
r(x) = r(y). The radial process rt has the same law under the probabilities
Px and Py. Let τR = inf {t : rt = R}. Then

u(x) = Exu(XτR) = Ex
∫

Sd−1

p(lτR , θ(x), θ)u(R, θ)dθ.

It follows that

|u(x)− u(y)| ≤

‖u‖∞Ex
∫

Sd−1

∣∣pSd−1(lτR , θ(x), θ)− pSd−1(lτR , θ(y), θ)
∣∣dθ.

Letting R ↑ ∞ and using the fact that

Px
{

lim
R↑∞

lτR = le =∞
}

= 1,

we have u(x) = u(y). This shows that u is radially symmetric: u(x) =
f(r(x)) for some function f . Since the limit

H = lim
t↑e

u(Xt) = lim
t↑e

f(rt)

exists and rt → ∞ as t ↑ e, we see that limr→∞ f(r) = f(∞) exists and
H = f(∞). It follows that u(x) = ExH = f(∞) is a constant, and the proof
is completed. �
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To give the above results a geometric flavor, we now convert the condi-
tion on J(G) into a condition on the radial sectional curvature

κ(r) = −G
′′(r)
G(r)

.

We first prove the following one-dimensional comparison result.

Lemma 6.4.3. Suppose that κ1(r) ≤ κ2(r) ≤ 0. Let Gi be the solution of
the Jacobi equation

G′′
i (r) + κi(r)Gi(r) = 0, Gi(0) = 0, G′

i(0) = 1.

Then for all r > 0,

G′
1(r)

G1(r)
≥ G′

2(r)
G2(r)

and G1(r) ≥ G2(r).

Proof. Let r0 = inf {r : Gi(r) < 0}. Then r0 > 0 and G′′
i (r) ≥ 0 for

r ∈ [0, r0]. This implies G′
i(r) ≥ 0 and Gi(r) ≥ r in the same range, a

contradiction unless r0 is infinite. Hence Gi(r) ≥ 0. Using this in the Jacobi
equation, we have

G′′
i (r) ≥ 0, G′

i(r) ≥ 1, Gi(r) ≥ r.

Let

F =
G′

1

G1
− G′

2

G2
.

Differentiating and using the differential equation for Gi, we have

F ′ = κ2
1 − κ2

2 −
(
G′

1

G1
+
G′

2

G2

)
F.

Since κ2
1 ≥ κ2

2, we obtain

F ′

F
≥ −G

′
1

G1
− G′

2

G2
.

Integrating from ε to r, we have

(6.4.6) F (r) ≥ G1(ε)G2(ε)
G1(r)G2(r)

F (ε).

From the boundary conditions at r = 0 we have

Gi(ε) = ε+O(ε2), G′
i(ε) = 1 +O(ε),

from which we also have F (ε) = O(1). Hence the limit on the right side of
(6.4.6) is zero and we have F (r) ≥ 0, or

G′
1(r)

G1(r)
≥ G′

2(r)
G2(r)

.
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Integrating from ε to r we have

G1(r)
G2(r)

≥ G1(ε)
G2(ε)

.

Since limε↓0G1(ε)/G2(ε) = 1, we obtain G1(r) ≥ G2(r). �

Remark 6.4.4. On a radially symmetric manifold with metric ds2 = dr2 +
G(r)2dθ2 we have ∆r = (d − 1)G′(r)/G(r). Thus the above lemma is just
the Laplacian comparison Theorem 3.4.2 applied to radially symmetric
manifolds.

In the following proposition c2 = 1/2 and cd = 1 for d ≥ 3.

Proposition 6.4.5. Suppose that κ is a nonpositive continuous function on
[0,∞). Let G be the solution of the Jacobi equation

G′′(r) + κ(r)G(r) = 0, G(0) = 0, G′(0) = 1.

(i) If there exist c > cd and r0 such that

κ(r) ≤ − c

r2 ln r
, ∀r ≥ r0,

then J(G) <∞.
(ii) If there exists r0 > 0 such that

κ(r) ≥ − cd
r2 ln r

, ∀r ≥ r0,

then J(G) =∞.

Proof. Our proof is based on the following probabilistic fact from the last
line of the proof of Proposition 6.4.1. Let rt be the solution of

rt = βt +
d− 1

2

∫ t

0

G′(rs)
G(rs)

ds.

Define

le(G) =
∫ e(r)

0

ds

G(rs)2
.

Then

(6.4.7) J(G) <∞ ⇐⇒ P {le(G) <∞} = 1.

(i) Fix an α ∈ (cd, c) and let G0(r) = r(ln r)α. Then J(G0) <∞ (for all
dimensions) and

G′′
0(r)

G0(r)
=

α

r2 ln r
+
α(α− 1)
r2(ln r)2

.

Define

κ1(r) = max
{
κ(r),−G

′′
0(r)

G0(r)

}
.
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Then κ1(r) ≥ κ(r) and G′′
0(r)/G0(r) = −κ1(r) for all sufficiently large r, say

r ≥ R. Let G1 be the solution of the Jacobi equation for κ1. On [R,∞), G0

and G1 satisfies the same Jacobi equation; hence

G1(r) = C1G0(r)
∫ r

R

ds

G0(s)2
+ C2G0(r),

where C1, C2 are constants determined by the initial conditions at r = R.
From this we see that as r →∞,

G1(r)
G0(r)

→ C3
def= C1

∫ ∞

R

ds

G0(s)2
+ C2.

We claim that C3 > 0. In fact,

G1(r) = C3G0(r)− C1G0(r)
∫ ∞

r

ds

G0(s)2
.

From G0(r) = r(ln r)α we see that the last term goes to zero. From this and
the fact that G1(r) ≥ r we have C3 > 0. Now G1(r)/G0(r) → C3 > 0 and
J(G0) <∞ imply immediately that J(G1) <∞.

Now let r1 be the 1-dimensional diffusion process defined by

r1t = βt +
d− 1

2

∫ t

0

G′
1(r

1
s)

G1(r1s)
ds.

From Lemma 6.4.3 we have G′
1/G1 ≤ G′/G and G1 ≤ G. Therefore by the

radial process comparison Theorem 3.5.3, we have r1t ≤ rt for all t. This
implies that e(r1) ≥ e(r) and

le(G1) =
∫ e(r1)

0

ds

G1(r1s)2
≥
∫ e(r)

0

ds

G(rs)2
= le(G).

Now we use (6.4.7). From J(G1) < ∞, we have P {le(G1) <∞} = 1; from
the above inequality we have P {le(G) <∞} = 1, and this implies in turn
that J(G) <∞.

(ii) Choose the comparison function G0(r) = r(ln r)1/2(ln ln r)1/2 for
d = 2 and G0(r) = r ln r for d ≥ 3. We have J(G0) =∞ (for all dimensions).
When d = 2,

G′′
0(r)

G0(r)
=

1
2r2 ln r

+
1

r2 ln r ln ln r

− 1
4r2(ln r)2

− 1
r2(ln r)2(ln ln r)2

.

When d ≥ 3, we have
G′′

0(r)
G0(r)

=
1

r2 ln r
.
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In both cases we have

κ(r) ≥ −G
′′
0(r)

G0(r)
for sufficiently large r. Now the proof can be completed, mutatis mutandis,
as in (i). �

Combining Theorem 6.4.2 and Proposition 6.4.5, we obtain the fol-
lowing result.

Theorem 6.4.6. Suppose that M is a radially symmetric Cartan-Hadamard
manifold of dimension d. Let

κ(r) = −G
′′(r)
G(r)

be the radial sectional curvature of M . Define the constant c2 = 1/2 for
d = 2 and cd = 1 for d ≥ 3.

(i) If there exist c > cd and r0 such that

κ(r) ≤ − c

r2 ln r
, ∀r ≥ r0,

then the Dirichlet problem at infinity is uniquely solvable.
(ii) If there exists a constant r0 such that

κ(r) ≥ − cd
r2 ln r

, ∀r ≥ r0,

then every bounded harmonic function on M is a constant.

6.5. Coupling of Brownian motion

By a coupling of Brownian motion on a Riemannian manifold M we mean
a stochastic process Z = (X,Y ) on M ×M defined on a probability space
(Ω,F,P) such that the marginal processes X and Y are Brownian motions
on M . The coupling time is the time they first meet:

T = inf {t : Xt = Yt} .

We always define Xt = Yt for t ≥ T . In this and the next sections we will
describe the Kendall-Cranston coupling, a probabilistic tool with various
geometric applications. In the last section of the chapter, we use this cou-
pling to prove sharp lower bounds for the first eigenvalue (spectral gap) of
the Laplace-Beltrami operator on a compact Riemannian manifold of non-
negative Ricci curvature.

The original idea of coupling two processes of the same distribution
comes from the theory of Markov chains. It is natural that we try to
minimize the coupling time in some sense. Consider a Brownian motion
X = (X1, X2) on a euclidean plane starting from (0, a) with a positive a.



180 6. Further Applications

In order that another Brownian motion Y starting from (0,−a) to meet
with X as soon as possible, they should always head towards each other.
This means that we take Y = (X1,−X2). With this simple example in
mind, we now define, for two distinct points x and y on a general complete
Riemannian manifold such that x 6∈ Cy, the mirror map

mxy : TxM → TyM

as follows: for each w ∈ TxM , mxyw is obtained by first parallel-translating
w along the unique minimal geodesic from x to y and then reflecting the
resulting vector with respect to the hyperplane in TyM perpendicular to the
geodesic. It is clear that mxy is an isometry. Let

DM = {(x, y) ∈M ×M : x = y} ,
CM = {(x, y) ∈M ×M : x ∈ Cy} ,
EM = M\ (CM ∪DM ) ,

DO(M) = {(u, v) ∈ O(M)×O(M) : πu = πv} ,
CO(M) = {(u, v) ∈ O(M)×O(M) : (πu, πy) ∈ CM} ,
EO(M) = O(M)×O(M)\

(
CO(M) ∪DO(M)

)
.

We now define the Kendall coupling. Let W be a d-dimensional euclidean
Bronwian motion and consider the following system of equations for a pro-
cess Σ = (U, V ) on EO(M):

(6.5.1)



dUt = Hi(Ut) ◦ dW i
t , U0 = ux,

dVt = Hi(Vt) ◦ dBi
t, V0 = mxyux,

dBt = V −1
t mXtYtUtdWs,

Xt = π Ut,

Yt = π Vt.

Here U is simply a horizontal Brownian motion driven by W , and X a
Brownian motion on M . Because Ut, Vt, and mXtYt are isometries, from the
third equation B is a euclidean Brownian mtoion; hence from the second
equation V is another horizontal Brownian motion, and Y is another Brow-
nian motion on M . It is not difficult to convince ourselves that (6.5.1) is
a Stratonovich type stochastic differential equation on EO(M). Indeed, for
σ = (u, v) ∈ EO(M), the matrix-valued function

e∗(σ) =
{
e∗ij(σ)

} def= v−1mπuπvu.

This is a smooth function function on {O(M)×O(M)} \CO(M); hence with
the aid of the first two equations, we can rewrite the differential of B in
the third equation of (6.5.1) as a Stratonovich differential with respect to
dW and dt with coefficients are smooth functions of Ut and Vt. Substituting
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this expression of dB in the second equation, the first two equation become
a the Stratonovich type equation for Σ = (U, V ) on EO(M) driven by the
semimartingale t 7→ (Wt, t). By general theory (6.5.1) has a unique solution
up to T ∧ TCM

.
We now describe the generator of the coupled horizontal Brownian mo-

tions. In the following, for a function f defined on O(M) × O(M), we will
use Hi,1f and H2,if to denote the derivatives of f with respect to the hori-
zontal vector field Hi on the first and the second variable respectively. The
horizontal Laplacian on the first and the second variable are

∆O(M),1 =
d∑
i=1

H2
i,1, ∆O(M),2 =

d∑
i=1

H2
i,2.

Recall that whenever e = {ei} ∈ Rd we write

He =
d∑
i=1

eiHi.

Define a second order differential operator on EO(M) by

(6.5.2) ∆c
O(M) = ∆O(M),1 + ∆O(M),2 + 2He∗i ,2

Hi,1,

where
e∗i (σ) = v−1mπuπvuei ∈ Rd for σ = (u, v)EO(M).

It is a lift of the following operator on EM :

∆c
M = ∆M,1 + ∆M,2 + 2〈mxyXi, Yj〉Xi,1Yj,2,

where {Xi} and {Yj} are any orthonormal bases at x and y respectively.
The last term is independent of the choice of these bases.

Theorem 6.5.1. The coupled horizontal Brownian motion Σ = (U, V ) (well
defined up to T ∧TCM

) is a diffusion on EO(M) generated by ∆c
O(M)/2. The

coupled Brownian motions Z = (X,Y ) is a diffusion on EM generated by
∆c
M .

Proof. Let f be a smooth function on O(M)×O(M). Applying Itô’s for-
mula to f(Σt) we have

(6.5.3) d {f(Σt)} = Hi,1f(Σ) ◦ dW i
t +Hi,2f(Σt) ◦ dBi

t.

Applying Itô’s formula again, we have

d {Hi,1f(Σt)} = Hj,1Hi,1f(Σt) ◦ dW j
t +Hj,2Hi,1f(Σt) ◦ dBj

t .

We have
dBi

t = 〈e∗k, ej〉(Σt) dW k
t .
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Hence, the first term on the right side of (6.5.3) is

Hi,1f(Σt) ◦ dW i
t = d {martingale}

+
1
2
H2
i,1f(Σt) dt+

1
2
He∗i ,2

Hi,1f(Σt) dt.

Likewise the second term on the right side of (6.5.3) is

Hi,2f(Σt) ◦ dBi
t = d {martingale}

+
1
2
H2
i,2f(Σt) dt+

1
2
He∗j ,2

Hj,1f(Σt) dt.

It follows that

d {f(Σt)} = d {martingale}+
1
2
∆c

O(M)f(Σt) dt.

This completes the proof. �

6.6. Coupling and index form

We have seen the important role that the radial process of a Brownian
motion plays in many applications to geometric problems. It is therefore
natural that we study the distance between the coupled Brownian motions
ρt = ρ(Xt, Yt). Here and for the rest of this section, ρ(x, y) is the Riemannian
distance between two points x and y. Using (6.5.1) on the distance function,
we have

dρt = dMt +
1
2
∆c
Mρ(Zt) dt,

where
dMt =

{
Hi,1 +He∗i ,2

}
ρ̃(Σt)dW i

t .

Here ρ̃ is the lift of the distance function: ρ̃(σ) = ρ(πu, πv). Let us first
look at the martingale part. If we let

Ĥi(σ) = Hi,1(σ) +He∗i ,2
(σ),

then the quadratic variation of the martingale is given by

(6.6.1) d〈M〉t =

{
d∑
i=1

∣∣Ĥiρ̃(Σt)
∣∣2} dt.

Each Ĥiρ̃(σ) is a well knwon quantity in differential geometry – it is the first
variation of the geodesic from x = πu to y = πv along the Jacobi field Ji
along the minimal geodesic γxy : [0, ρ]→M :

∇T∇TJi +R(Ji, T )T = 0, Ji(0) = uei, Ji(ρ) = mxyuei,

where T is the tangent vector field along the geodesic. The sum in (6.6.1)
is independent of the choice of the orthonormal basis {ei}. We choose e1
so that ue1 is tangent to the geodesic. Then ue1 = T and mxyue1 = −T .
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For i ≥ 2, uei is perpendicular to the geodesic and mxyuei is just the par-
allel translation of uei. Using the first variation formula (see Cheeger and
Ebin [9], p.5)

Ĥiρ̃(σ) = 〈Ji, T 〉y − 〈Ji, T 〉x,
we have

Ĥiρ̃(σ) =

{
−2, if i = 1,
0, if i ≥ 2.

It follows that there is a Brownian motion β such that

dρt = 2dβt +
1
2
∆c
Mρ(Zt) dt.

The following lemma identifies the bounded variation part of ρt. Recall that
the index form of the Jacobi field Ji is defined by

I(Ji, Ji) =
∫
γxy

|∇TJi|2 − 〈R(Ji, T )T, Ji〉,

where the integral is along the minimal geodesic γxy from x to y.

Lemma 6.6.1. ∆c
Mρ(z) =

∑d
i=2 I(Ji, Ji).

Proof. Fix a σ ∈ EO(M) such that z = πσ. We have

∆c
Mρ(z) = ∆c

O(M)ρ̃(σ),

where ∆c
O(M) is given by (6.5.2). It is easy to verify that the right side is

independent of the choice of the basis {ei}, so we can choose it so that ue1
is tangent to the geodesic γxy. We have

∆O(M),2 =
d∑

i,j,k=1

〈e∗i , ej〉〈e∗i , ek〉Hj,2Hk,2 =
d∑

i,k=1

〈e∗i , ek〉He∗i ,2
Hk,2.

Note that e∗i = e∗i (σ) may not be a constant function on EO(M), so in general

〈e∗i , ek〉He∗i ,2
Hk,2 6= H2

e∗i ,2
.

Now, from (6.5.2),

∆2
O(M)ρ̃(σ) =

d∑
i=1

{
H2
i,1 +

d∑
k=1

〈e∗i , ek〉He∗i ,2
Hk,2 + 2He∗i ,2

Hi,1

}
ρ̃(σ).

The term for i = 1 is equal to zero; therefore it is enough to show that for
each i ≥ 2,

(6.6.2)

H2
i,1 +

d∑
j,k=1

〈e∗j , ek〉He∗i ,2
Hk,2 + 2He∗i ,2

Hi,1

 ρ̃(σ) = I(Ji, Ji).
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Let γ1 and γ2 be the geodesics from x and y with the initial directions uei
and mxyuei respectively. By the second variation formula (see Cheeger and
Ebin [9], pp.21–22),

(6.6.3)
(
d

dt

)2

ρ(γ1(t), γ2(t)) = I(Ji, Ji),

where the derivative is evaluated at t = 0. Let {ut} and {vt} be the hori-
zontal lifts of γ1 and γ2 starting from u and v respectively. Then we have

(6.6.4)
(
d

dt

)2

ρ(γ1(t), γ2(t)) =
(
d

dt

)2

ρ̃(ut, vt).

By the chain rule, we have

(6.6.5)
(
d

dt

)2

ρ̃(ut, vt) =
(
d

dt

)2

ρ̃(ut, v)+
(
d

dt

)2

ρ̃(u, vt)+2
d

ds

d

dt
ρ̃(us, vt),

all derivatives being evaluated at t = s = 0. Now, by the choices of {ut}
and {vt} we have

(6.6.6)



(
d

dt

)2

ρ̃(ut, v) = H2
i,1ρ̃(σ),(

d

dt

)2

ρ̃(u, vt) = 〈e∗i , ej〉〈e∗i , ek〉Hj,2Hk,2ρ̃(σ),

d

ds

d

dt
ρ̃(us, vt) = He∗i ,2

Hi,1ρ̃(σ).

The desired relation (6.6.2) follows from (6.6.3) to (6.6.6). �

To summarize, there is a Brownian motion β such that

(6.6.7) dρt = 2βt +
1
2

{
d∑
i=2

I(Ji, Ji)

}
dt.

Eor each t, I(Ji, Ji) is the index form of the Jacobi field Ji along the
minimal geodesic γXtYt with boundary values Ji(0) = Xi and Ji(ρt) =
mXtYtXi, where {Xi} is a set of orthonormal vectors in TXtM perpendicular
to γ̇XtYt(0).

So far we have defined the coupled Brownian motions only up to the
stopping time T ∧TCM

. As with the case of the radial process of a Brownian
motion, the coupling Z = (X,Y ) becomes useful only when we can pass
beyond the first hitting time TCM

of the joint cutlocus CM and extend Z up
to T , the coupling time. The following theorem shows that such an extension
is indeed possible; cf. Theorem 3.5.1.

Theorem 6.6.2. (i) The process Z = (X,Y ) defined up to TCM
∧ T can

be extended beyond TCM
up to the coupling time T such that X and Y
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are Brownian motions on M and Z = (X,Y ) (or rather, its horizontal lift
Σ = (U, V )) satisfies (6.5.1) when Zt 6∈ CM .

(ii) Let ρt = ρ(Xt, Yt) be the distance between the coupled Brownian
motions. There are a Brownian motion β and a nondecreasing process L
which increases only when Zt ∈ CM , the joint cutlocus of M , such that,
before the coupling time of Z,

ρt = ρo + 2βt +
1
2

∫ t

0

{
d∑
i=2

I(Ji, Ji)

}
ds− Lt.

Proof. We sketch the proof. Let X be a Brownian motion on M starting
from x. Let U be a horizontal lift of X and W its anti-development. Let y
be another point on M different from x such that y 6∈ Cx. For each fixed
small positive δ, we define a coupled Brownian motion Y δ as follows. Let
Y δ be the Kendall coupling before the stopping time

τ δ1 = inf
{
t : dM (Y δ

t , CXt) ≤ δ
}
.

Beginning at τ1
δ , we let Y δ continue as a Brownian motion independent of

X until

τ δ2 = inf
{
t > τ δ1 : dM (Y δ

t , CXt) = 2δ
}
.

During the time interval [τ δ1 , τ
δ
2 ], the increment of Y δ is independent of X. A

slight extension of the proof of Theorem 3.5.1 (now with an independently
moving initial point instead of a fixed one) shows that there are a Brownian
motion βδ and a nondecreasing process Lδ which increases only when Y δ

t ∈
CXt such that

(6.6.8) dρ(Xt, Y
δ
t ) = 2dβδt +

1
2
{∆M,1 + ∆M,2} ρ(Zδt ) dt− dLδt .

Note that, because of the independence during the time interval [τ δ1 , τ
δ
2 ], the

generator for Zδ = (X,Y δ), is {∆M,1 + ∆M,2} /2. At the end of this time
interval Y δ

τδ
2
6∈ CX

τδ
2

, and we let Y δ resume the Kendall coupling after time

τ δ2 . This process is to be continued until the coupling time. It is clear from
the construction that Y δ is a Brownian motion on M .

We now examine the situation as δ ↓ 0. Let

A(δ) =
∞⋃
l=1

[τ δ2l−1, τ
δ
2l]

be the union of the time intervals during which Y δ runs as an independent
Brownian motion. For t ∈ A(δ), the process Y δ

t lies in the 2δ-neighborhood
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of the cutlocus CXt . Therefore, from

E
∣∣A(δ) ∩ [0, t]

∣∣ ≤ sup
x∈M

∫ t

0
ds

∫
ρ (y,Cx)≤2δ

pM (s, x, y) dy

we have

(6.6.9) lim
δ↓0

E
∣∣A(δ) ∩ [0, t]

∣∣ = 0.

Now, fix a frame v at y and let V δ be the horizontal lift of Y δ from v and
Σδ = (U, V δ). The equation for V δ can be written as

dV δ = IA(δ)c(t)Hi(V δ
t ) ◦ e∗(Σδ

t ) dWt + IA(δ)(t) dV
δ
t .

Since Hi and e∗ are smooth in their respective variables, using (6.6.9) it
is easy to show that if δ runs through a sequence which goes to zero fast
enough, with probability one, V δ converges to a horizontal Brownian motion
V pathwise such that dVt = Hi(Vt) ◦ e∗(Σt)dWt, where Σ = (U, V ). This
proves the first part of the theorem.

From (6.6.8) for t ∈ A(δ) and (6.6.7) for t ∈ A(δ)c we have

ρ(Xt, Y
δ
t ) =

∫ t

0
IA(δ)c(s)

[
2dβs +

1
2

{
d∑
i=2

I(Ji, Ji)

}
ds

]

+
∫ t

0
IA(δ)(s)

[
2dβδs +

1
2
{∆M,1 + ∆M,2} ρ(Zδs ) ds

]
− Lδt .

We note that ρ∆M,iρ is uniformly bounded on M ×M (see Corollary
3.4.5). Thanks to (6.6.9), as δ ↓ 0, the second term on the right side tends
to zero. It follows that limδ↓0 L

δ
t = Lt must exists and satisfies the properties

stated in the second part of the theorem. �

As before, we define Yt = Xt for t ≥ T . The resulting pair Z = (X,Y )
of coupled Brownian motion is called the Kendall-Cranston coupling..

6.7. Eigenvalue estimates

In this section we explain the method of Cheng and Wang [10] of using
the Kendall-Cranston coupling to study the first eigenvalue (spectral gap)
of the Laplace-Beltrami operator on a compact Riemannian manifold with
nonnegative Ricci curvature. A lower bound for the eigenvalue will be ob-
tained under the assumptions RicM ≥ (d− 1)K for some K ≥ 0.

It has long been known in probability theory that fast coupling implies
large spectral gap for the generator of the diffusion process. Thus estimating
the first eigenvalue from below relies on an appropriate upper bound on the
drift part of ρt = ρ(Xt, Yt). From the previous section, we see that the drift
part is expressed in terms of the index forms. The following well known
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fact about index forms gives an effective way of obtaining upper bounds for
index forms.

Lemma 6.7.1. (Index lemma) Let C be a geodesic segment in M from x
to y such that there are no points conjugate to x on C. Let V be a vector
field along C and J the Jacobi field along C with the same boundary values
as V . Then I(J, J) ≤ I(V, V ). In other words, among vector fields with the
same boundary conditions, the index form takes the minimum value at the
Jacobi field.

Proof. See Cheeger and Ebin [9], Lemma 1.21. �

Let M be a compact Riemannian manifold such that RicM (x) ≥ (d −
1)K. We first need to find an upper bound for the index form. Suppose that
x, y ∈ M are not on each other’s cutlocus, and let C = {Cs, 0 ≤ s ≤ ρ} be
the distance-minimizing geodesic from x to y. Let {ei(0)} be an orthonormal
basis on TxM such that e1(0) = Ċ(0). Let

{
ei(s), 0 ≤ s ≤ ρ

}
be the parallel

translation of ei(0) along C. For each i ≥ 2, let Ji be the Jacobi field
along C such that Ji(0) = ei(0) and Ji(ρ) = ei(ρ). We will use the index
Lemma 6.7.1 to obtain an upper bound for the the sum of the index forms∑d

i=2 I(Ji, Ji).
If M has constant sectional curvature K, then the Jacobi field is

Vi(s) = j(s)ei(s),

where j is the solution of the Jacobi equation

j′′(s) +Kj(s) = 0, j(0) = 1, j(ρ) = 1.

Explicitly,

j(s) = cos s
√
K +

1− cos ρ
√
K

sin ρ
√
K

sin s
√
K.

For a general M , we define the vector field Vi along C by the above formula.
By the index Lemma 6.7.1, we have I(Ji, Ji) ≤ I(Vi, Vi). On the other hand,
using the definition of the Ricci curvature, we have

d∑
i=2

I(Vi, Vi) =
d∑
i=2

∫
C
|∇TVi|2 − 〈R(Vi, T )T, Vi〉

=
∫ ρ

0

[
(d− 1)|j′(s)|2 −

d∑
i=2

〈R(Vi, T )T, Vi〉

]
ds

=
∫ ρ

0

[
(d− 1)|j′(s)|2 − j(s)2Ric(T, T )

]
ds

≤ (d− 1)
∫ ρ

0

[
|j′(s)|2 −Kj(s)2

]
ds.
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The last integral can be computed easily by integrating by parts and using
the Jacobi equation for j. We obtain∫ t

0

[
|j′(s)|2 −Kj(s)2

]
ds = j′(ρ)− j′(0) = −2 tan

√
Kρ

2
.

Compare the above computation with the proof of the Laplacian compari-
son Theorem 3.4.2. The following proposition summarizes what we have
obtained so far.

Proposition 6.7.2. Let M be a compact Riemannian manifold such that
RicM (x) ≥ (d − 1)K. Then for the distance ρt = ρ(Xt, Yt) of the Kendall-
Cranston coupling, we have

(6.7.1) dρt = 2dβt − (d− 1)

[
tan
√
Kρt
2

]
dt− dAt,

where A is a nondecreasing process.

Let λ1(M) be the first nonzero eigenvalue, i.e., the spectral gap, of
the Laplace-Beltrami operator ∆M . We have the following Lichnerowicz
theorem.

Theorem 6.7.3. Let M be a compact Riemannian manifold of dimension
d such that RicM (x) ≥ (d− 1)K ≥ 0. Then λ1(M) ≥ dK.

Proof. By Myers’ theorem the diameter of M is d(M) ≤ π/
√
K. Let

ρ̃t = sin
√
K

2
ρt, ρt = ρ(Xt, Yt).

Then (6.7.1) and Itô’s formula imply that

ρ̃t ≤ martingale− dK

2

∫ t

0
ρ̃s ds.

Taking the expectation we have

E ρ̃t ≤ ρ̃0 −
dK

2

∫ t

0
E ρ̃sds.

Hence by Gronwall’s lemma,

(6.7.2) E ρ̃t ≤ e−dKt/2 sin
√
Kρ(x, y)

2
.

Now let φ1 be an eigenfunction of λ1(M). Since the marginal processes X
and Y are Brownian motions, we have

Eφ1(Xt) = e−λ1(M)t/2φ1(x),

Eφ1(Yt) = e−λ1(M)t/2φ1(y);
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hence
e−λ1(M)t/2 {φ1(x)− φ1(y)} = E {φ1(Xt)− φ1(Yt)} .

We have ∣∣φ1(Xt)− φ1(Yt)
∣∣ ≤ ‖∇φ1‖∞ρ(Xt, Yt).

On the other hand,
ρ(Xt, Yt) = ρt ≤

π√
K
ρ̃t.

Hence
e−λ1(M)t/2

∣∣φ1(x)− φ1(y)
∣∣ ≤ π‖∇φ1‖∞√

K
E ρ̃t.

Using (6.7.2), we have

e−λ1(M)t/2
∣∣φ1(x)− φ1(y)

∣∣ ≤ π‖∇φ1‖∞√
K

sin
√
Kρ(x, y)

2
e−dKt/2.

Taking two points x, y ∈ M such that φ1(x) 6= φ1(y) and letting t → ∞ in
the above inequality, we obtain λ1(M) ≥ dK. �

The above result says nothing about the case RicM (x) ≥ 0. In this case
we need to choose a different function ρ̃ of ρ. Let d(M) be the diameter of
M . The following result is due to Zhong and Yang [72].

Theorem 6.7.4. Let M be a compact Riemannian manifold with nonnega-
tive Ricci curvature. Then λ1(M) ≥ π2/d(M)2.

Proof. We take
ρ̃t = sin

π

2
ρt

d(M)
.

By (6.7.1), the decomposition of ρt in this case is simply dρt = 2dβt − dAt;
hence

ρ̃t ≤ martingale− 1
2

π2

d(M)2

∫ t

0
ρ̃s ds.

This implies as before,

E ρt ≤ e−π
2t/2d(M)2 sin

π

2
ρ(x, y)
d(M)

.

Now the proof can be completed in the same way as in Theorem 6.7.3. �

Nothing is gained from the above proof of the Lichnerowicz lower bound
λ1(M) ≥ dK using coupling of Brownian motion, even for a probabilist,
for the geometric proof is rather easy (see Li [55]). However, with the
Zhong-Yang lower bound λ1(M) ≥ π2/d(M)2, the reader will surely draw
an entirely different conclusion from comparing the analytic proofs (e.g.,
Li [55], or Schoen and Yau [64]) with the well-motivated probabilistic proof
presented here.



Chapter 7

Brownian Motion and
Index Theorems

This chapter is devoted to the probabilistic proofs of two index theorems,
the Gauss-Bonnet-Chern theorem and the Atiyah-Singer index theorem, i.e.,
the index theorem for the Dirac operator on a twisted spin bundle. Our
proof of the Gauss-Bonnet-Chern theorem gives a fairly good overview of the
application of stochastic analysis in this area. The proof of the Atiyah-Singer
index theorem requires more technical preparations and can be skipped at
the reader’s discretion.

We will start with a review of some relevant facts on differential forms
on manifolds. There are two invariantly defined Laplacians on differential
forms: covariant Laplacian (also called rough Laplacian) and the Hodge-de
Rham Laplacian. While the former is naturally associated with Brownian
motion, the latter is geometrically more useful because it commutes with ex-
terior differentiation. They are related by the Weitzenböck formula. We will
review the proof of this formula and show how the heat equation on forms
can be solved by using a multiplicative Feynman-Kac functional defined by
the curvature tensor. The probabilistic representation of the solution to the
heat equation gives rise to a reprensentation of the heat kernel on differen-
tial forms in terms of a Brownian bridge and the heat kernel on functions.
Based on this representation, we prove Patodi’s local Gauss-Bonnet-Chern
theorem, which, after integrating over the manifold, gives the usual Gauss-
Bonnet-Chern theorem.

The proof of the Atiyah-Singer index theorem for the Dirac operator on
a twisted spin bundle follows basically the same idea, although we have to
devote a significant number of pages to necessary geometric preliminaries.

191
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After a quick review of Clifford algebra and the spin group, we introduce
the Dirac operator on a twisted spin bundle. Unlike the case of the Gauss-
Bonnet-Chern theorem, we need to calculate the first order term of the
Brownian holonomy, and for this purpose we also need to show that in the
normal coordinates a properly scaled Brownian bridge on a Riemannian
manifold converges to a euclidean Brownian bridge. These technical details
are carried out in the last section.

7.1. Weitzenböck formula

In this section we set up the necessary geometric framework to be used in the
rest of the chapter. A good reference for this section is the book Riemannian
Geometry and Geometric Analysis by Jost [50].

Let M be a Riemannian manifold and ∆M the Laplace-Beltrami opera-
tor. By definition, ∆M is the trace of the Hessian ∇2f ; namely,

∆Mf(x) =
d∑
i=1

∇2f(Xi, Xi),

where {Xi} is any orthonormal basis of TxM . Bochner’s horizontal Lapla-
cian on the orthonormal frame bundle is defined by

∆O(M) =
d∑
i=1

H2
i ,

where {Hi} are the fundamental horizontal vector fields on O(M). It is the
lift of the Laplace-Beltrami operator ∆M in the sense that

(7.1.1) ∆Mf(x) = ∆O(M)f̃(u),

where f̃ = f ◦ π and πu = x; see Proposition 3.1.2.
The Laplace-Beltrami operator ∆M on functions can be extended to

tensor fields by the same relation:

∆Mθ =
d∑
i=1

∇2θ(Xi, Xi).

If θ ∈ Γ (T p,qM) is a (p, q)-tensor field on M , then ∇θ, the covariant deriv-
ative of θ, is a (p, q + 1)-tensor field. Taking the covariant derivative again,
we obtain a (p, q + 2)-tensor field ∇2θ. Thus ∆Mθ is obtained from ∇2θ by
contracting (with respect to the Riemannian metric) the two new compo-
nents. The ∆M thus defined on differential forms is called the covariant (or
rough) Laplacian .



7.1. Weitzenböck formula 193

On the orthonormal frame bundle O(M), a (p, q)-tensor field θ is lifted
to its scalarization θ̃ defined by

θ̃(u) = u−1θ(πu).

Here a frame u : Rd → TxM is assumed to be extended canonically to an
isometry u : T p,qRd → T p,qπuM . By definition, θ̃ is a function on O(M) taking
values in the vector space T p,qRd and is O(d)-invariant in the sense that
θ̃(gu) = gθ̃(u) for g ∈ O(d). The horizontal derivatives Hiθ̃ and Bochner’s
horizontal Laplacian ∆O(M)θ̃ are well defined, and we have a generalization
of (7.1.1) (see Proposition 2.2.1):

∆O(M)θ̃(u) = u−1∆Mθ(x), πu = x.

Let us now turn to the Hodge-de Rham Laplacian on differential forms.
A p-form at x ∈ M is an alternating multilinear form on the tangent

space TxM , or equivalently an alternating (0, p)-tensor. We denote the space
of p-forms at x by ∧pxM and the vector bundle of p-forms of M by ∧pM .
Thus Γ (∧pM) is the space of p-forms on M . If θ1 and θ2 are a p-form and a
q-form respectively, then the wedge product θ1∧θ2 is a (p+q)-form obtained
by anti-symmetrizing the tensor product θ1 ⊗ θ2. Locally a p-form can be
expressed as

(7.1.2) θ =
∑

1≤i1,...,ip≤d
fi1···ipdx

i1 ∧ · · · ∧ dxip ,

where fi1···ip are smooth functions alternating in its supscripts. The exterior
differentiation

d : Γ (∧pM)→ Γ (∧p+1M)

is uniquely determined by the following conditions:
(i) df(X) = Xf for f ∈ C∞(M) and X ∈ Γ (TM);
(ii) d is an anti-derivation, i.e.,

d(θ1 ∧ θ2) = dθ1 ∧ θ2 + (−1)degθ1θ1 ∧ dθ2;

(iii) d2 = 0.
Locally we have

dθ =
∑

1≤i1,...,ip,i≤d
∂xifi1···ipdx

i ∧ dxi1 ∧ · · · ∧ dxip .

Although the covariant Laplacian ∆M is naturally associated with Brow-
nian motion on a manifold, it does not commute with the exterior differ-
entiation. Geometrically more significant is the Hodge-de Rham Laplacian
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�M , which we now define. For two differential forms α and β of the same
degree and with compact support, we define their inner product by

(α, β) =
∫
M
〈α, β〉xdx,

where 〈α, β〉x is the canonical inner product of αx and βx on TxM . Let
δ : Γ (∧pM) → Γ (∧p−1M) be the formal adjoint of d with respect to this
inner product, i.e.,

(dα, β) = (α, δβ).
Then the Hodge-de Rham Laplacian is

�M = −(dδ + δd).

Note that with the sign convention we have chosen �M coincides with ∆M

on functions. Using the fact that d2 = 0 (and hence also δ2 = 0) we verify
easily that d�M = �Md. The difference between �M and ∆M is given by
the Weitzenböck formula. It turns out that at each point �M − ∆M is a
linear transform on ∧∗xM determined by the curvature tensor.

In order to derive the Weitzenböck formula, we need a covariant expres-
sion for both the exterior differentiation d and its adjoint δ. For a vector X
and a p-form θ, the interior product i(X)θ is a (p− 1)-form defined by

i(X)θ(X1, . . . , Xp−1) = θ(X,X1, . . . , Xp−1).

Thus i(X)θ is obtained from X⊗θ by contracting the first two components.

Lemma 7.1.1. Let {Xi} be an orthonormal basis of TxM and
{
Xi
}

the
dual basis for T ∗xM , i.e., Xi(Xj) = δij. Then

(7.1.3) dθ = Xi ∧∇Xiθ

and

(7.1.4) δθ = −i(Xi)∇Xiθ.

Proof. Let Xi = ∂/∂xi, where
{
xi
}

are the normal coordinates at x. Then
Xi = dxi. Writing θ in local coordinates as in (7.1.2) and using

∇Xi(dx
j) = −Γ jikdx

k,

we verify by a straightforward calculation. We leave the details as an exer-
cise. �

We now describe the action of the curvature tensor R on differential
forms at a fixed point in the Weitzenböck formula. Let V = TxM for
simplicity, and keep in mind that the following discussion is valid for any
finite dimensional inner product space V . Suppose that T : V → V is a
linear transform and T ∗ : V ∗ → V ∗ its dual. Whenever feasible, we will
write T ∗ simply as T to lessen the notation. The linear map T on V ∗ can
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be extended to the full exterior algebra ∧∗V =
∑n

p=0⊕ ∧p V in two ways:
as a Lie group GL(d,Rd)-action:

∧∗T (θ1 ∧ θ2) = Tθ1 ∧ Tθ2,

or as a Lie algebra gl(d,Rd)-action (derivation):

D∗T (θ1 ∧ θ2) = D∗Tθ1 ∧ θ2 + θ1 ∧D∗Tθ2.

It is the second action of T (written as D∗T to distinguish it from the first)
that is important to us. The relation between these two actions is as follows.
Define the exponential eT of a linear map T by

eT =
∞∑
n=0

Tn

n!
,

where Tn is the nth iteration of T . Then, as linear operators on ∧∗V ,

(7.1.5) ∧∗eT = eD
∗T .

If no confusion is possible, we write ∧∗T simply as T .
Let End(V ) denote the space of linear maps from V to itself. By the

definition of tensor products we have End(V ) = V ∗ ⊗ V . We now define a
bilinear map

D∗ : End(V )⊗ End(V )→ End(∧∗V )

by
D∗(T1 ⊗ T2) = D∗T1 ◦D∗T2.

By definition, the curvature tensor R ∈ V ∗ ⊗ V ∗ ⊗ V ∗ ⊗ V . Using the
isometry V ∗ → V induced by the inner product on the second component,
we can write

R ∈ V ∗ ⊗ V ⊗ V ∗ ⊗ V = End(V )⊗ End(V ).

Thus the above definition can be applied, and we obtain a linear map

D∗R : ∧∗V → ∧∗V.

For the proof of the Weitzenböck formula, it is helpful to write D∗R in
terms of a local orthonormal basis.

Lemma 7.1.2. Let {Xi} be an orthonormal basis for V and
{
Xi
}

the dual
basis. Suppose that T ∈ V ∗ ⊗ V ∗. Then

D∗T = T (Xi, Xj)Xi ∧ i(Xj).

Suppose that R ∈ V ∗ ⊗ V ∗ ⊗ V ∗ ⊗ V . Then

D∗R =
d∑

i,j=1

Xi ∧ i(Xj)D∗R(Xi, Xj),
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where D∗R(Xi, Xj) is the extension of R(Xi, Xj) : V → V to ∧∗V as a
derivation.

Proof. The first identity follows from the definition of D∗T . For the second
identity it is enough to assume that R = T1 ⊗ T2. In this case, by the first
identity the right side reduces to

T1(Xi, Xj)Xi ∧ i(Xj)D∗T2 = D∗T1 ◦D∗T2,

which is equal to D∗(T1 ⊗ T2). �

Theorem 7.1.3. (Weitzenböck formula) Let ∆M and �M be the covariant
Laplacian and the Hodge-de Rham Laplacian on a Riemannian manifold,
and R the Riemannian curvature tensor. Then

�M = ∆M +D∗R.

Proof. Both sides are invariantly defined, so we need only to verify it in a
specially chosen local orthonormal frame. Let

{
xi
}

be the normal coordi-
nates at a fixed point x. Let Xi = ∂/∂xi at x and define the vector field Xi

in the neighborhood of x by parallel-translating along radial geodesics. Us-
ing the same proof as in Lemma 2.5.5, we can show easily that ∇XiXj = 0
at x, i.e., all the Christoffel symbols vanish at x. Since the connection is
torsion-free, we also have [Xi, Xj ] = 0 at x. This gives

R(Xi, Xj) = ∇Xi∇Xj −∇Xi∇Xj .

We know that R(Xi, Xj) ∈End(TxM). Its action D∗R(Xi, Xj) (as a deriva-
tion) is given by the same formula, i.e.,

D∗R(Xi, Xj) = ∇Xi∇Xj −∇Xi∇Xj .

Now,

∆Mθ = ∇2θ(Xi, Xi) = ∇Xi∇Xiθ −∇∇Xi
Xiθ = ∇Xi∇Xiθ.

Using (7.1.3), (7.1.4), and ∇XjX
i = 0 at x, we have

−δd = i(Xj)∇Xj (X
i ∧∇Xi) = ∇Xi∇Xi −Xi ∧ i(Xj)∇Xj∇Xi .

On the other hand, because covariant differentiations commute with con-
tractions,

∇Xi(Y ) = i(Y )∇X + i(∇XY ).
Hence, using the fact that ∇XiXj = 0 again, we have

−dδ = Xi ∧∇Xi(i(Xj)∇Xj ) = Xi ∧ i(Xj)∇Xi∇Xj .

Adding the two identities, we obtain

�M = ∇Xi∇Xi +Xi ∧ i(Xj)
{
∇Xi∇Xj −∇Xj∇Xi

}
.

The first term on the right side is the covariant Laplacian ∆M , and the last
term is equal to D∗R by Lemma 7.1.2. �
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The Weitzenböck formula takes an especially simple appearance on 1-
forms.

Corollary 7.1.4. If θ is a 1-form on M , then

�Mθ = ∆Mθ − Ric θ,

where Ric: T ∗xM → T ∗xM is the Ricci transform.

Proof. Let {Xi} be an orthonormal basis for TxM and
{
Xi
}

the dual basis
for T ∗xM . The curvature tensor is

R = 〈R(Xi, Xj)Xk, Xl〉Xi ⊗Xj ⊗Xk ⊗Xl.

By the definition of the action of (1,3)-tensor on 1-forms we have

D∗(Xi ⊗Xj ⊗Xk ⊗Xl) θ = δkj θ(Xl)Xi.

Hence we have

(D∗R) θ = Xi〈R(Xi, Xj)θ,Xj〉 = −Ric θ.

�

For our purpose it is more convenient to write the Weitzenböck formula
on the orthonormal frame bundle O(M). The curvature form Ω of M is the
o(d)-valued horizontal 2-form on O(M) defined by

Ω(X,Y ) = u−1R(π∗X,π∗Y )u.

At a frame u ∈ O(M), Ω can be identified with an element in (Rd)∗ ⊗Rd ⊗
(Rd)∗ ⊗ Rd (still denoted by Ω) as follows:

Ω =
∑

1≤i,j,k,l≤d
Ω(Hi,Hj)klei ⊗ ej ⊗ ek ⊗ el,

where {ei} is the canonical orthonormal basis for Rd,
{
ei
}

its dual basis,
and {Hi} are the fundamental horizontal vector fields on O(M). By the
procedure described above, D∗Ω is a linear map on the exterior algebra
∧∗Rd. Let

�O(M) = ∆O(M) +D∗Ω.

Then �O(M) is a lift of the Hodge-de Rham Laplacian in the sense that

�O(M)θ̃(u) = u−1�Mθ(x), πu = x.

Finally, we express D∗Ω in component form. Let {Ωijkl} be the compo-
nents of the anti-symmetric matrix Ω(Hi,Hj). The scalarization of a p-form
θ can be written as

θ̃ = θi1···ipe
i1 ∧ · · · ∧ eip ,
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where θi1···ip are smooth functions on O(M) alternating in its indices. We
leave it as an exercise to verify that

(7.1.6) D∗Ω θ̃ =
∑
α,β

∑
jα,lβ

Ωlβiβjαiαθi1···lβ ···ipe
i1 ∧ · · · ∧ ejα ∧ · · · ∧ eip .

7.2. Heat equation on differential forms

Consider the following initial-value problem for θ = θ(t, x):

(7.2.1)


∂θ

∂t
=

1
2
�Mθ, (t, x) ∈ (0,∞)×M ;

θ(0, x) = θ0(x), x ∈M.

We can rewrite the above equation on O(M). Let θ̃ be the scalarization of
θ. Then the above equation is equivalent to

(7.2.2)

∂θ̃∂t =
1
2
�O(M)θ̃, (t, u) ∈ (0,∞)×O(M);

θ̃(0, u) = θ̃0(u), u ∈ O(M).

By the Weitzenböck formula

�O(M) = ∆O(M) +D∗Ω,

where ∆O(M) is Bochner’s horizontal Laplacian. The difference �O(M) −
∆O(M) = D∗Ω is a fibre-wise linear operator (a “potential”). The solution
of the heat equation (7.2.1) can be obtained by using a matrix version of
the well-known Feynman-Kac formula. Let Mt be the End(∧∗Rd)-valued
multiplicative functional determined by

(7.2.3)
dMt

dt
=

1
2
MtD

∗Ω(Ut), Mt = In (the identity matrix).

Theorem 7.2.1. The solution of the initial value problem (7.2.2) is given
by

θ̃(t, u) = Eu
{
Mtθ̃0(Ut)

}
.

Correspondingly, the solution of (7.2.1) is given by

θ(t, x) = Ex
{
MtU

−1
t θ0(Xt)

}
,

where U is the horizontal lift of a Brownian motion X.

Proof. In view of the equivalence of (7.2.1) and (7.2.2), the second formula
in the statement of the theorem is just a rewriting of the first formula.
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Supppose that θ̃ is a solution. Differentiating Msθ̃(t− s, Us), we have

d
{
Msθ̃(t− s, Us)

}
= Ms d θ̃(t− s, Us) +

1
2
MsD

∗Ω(Us)θ̃(t− s, Us) ds

= MsHiU(t− s, Us) dW i
s

+Ms

[
∂

∂s
+

1
2
∆O(M) +

1
2
D∗Ω(Us)

]
θ̃(t− s, Us) ds.

The last term vanishes because θ̃ is a solution of the heat equation. Hence{
Msθ̃(t− s, Us), 0 ≤ s ≤ t

}
is a martingale. Equating the expected values

at s = 0 and s = t, we obtain θ̃(t, u) = Eu
{
Mtθ̃0(Ut)

}
. �

Remark 7.2.2. We often use a fixed frame U0 to identify the tangent space
TxM with Rd. Under this identification U0 becomes the identity map and is
often dropped from the notation. Thus a more precise writing of the second
relation in the above theorem is θ(t, x) = Ex

{
U0MtU

−1
t θ0(Xt)

}
.

We use the above representation to prove a heat semigroup domination
inequality. We need an elementary fact about matrix equations.

Lemma 7.2.3. Suppose that t 7→ St is a continuous function on [0, T ] taking
values in the space of symmetric (n × n)-matrices such that vStv∗ ≥ a|v|2
(i.e., the smallest eigenvalue of St is greater than or equal to a) for all t.
Let At be the solution of the equation

dAt
dt

+AtSt = 0, A0 = I.

Then |A|2,2 ≤ e−at.

Proof. Suppose that v is a column vector and let f(t) = |v∗At|22 = v∗AtA
∗
t v.

Differentiating with respect to t, we have

f ′(t) = −2v∗AtStA∗t v ≤ −2a|v∗At|2 = −2af(t).

Hence f(t) ≤ e−2at|v|2, or equivalently |v∗A| ≤ e−at|v|. The inequality we
wanted to prove follows by duality:

|Au|2 = sup
|v|2=1

v∗Au ≤ |u|2 sup
|v|2=1

|v∗A|2 ≤ e−at|u|2.

�

Theorem 7.2.4. Suppose that M is a complete Riemannian manifold with
RicM (x) ≥ K. Let

Ptf(x) = Exf(Xt) =
∫
M
pM (t, x, y)f(y)dy
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be the heat semigroup. Then

|∇Ptf | ≤ e−Kt/2Pt|∇f |.

Proof. Consider θ(t, x) = dPtf(x) = ∇Ptf(x). Define Pt on differential
forms as Pt = e�M t/2. Since d commutes with �M , we have θ(t, x) =
Pt(df)(x). Thus θ(t, x) is a solution to the heat equation (7.2.1). Hence

∇Ptf(x) = Ex
{
MtU

−1
t ∇f(Xt)

}
.

From Lemmas 7.1.4 and 7.2.3 we have |Mt|2,2 ≤ e−Kt/2. The desired result
follows from this and the fact that Ut is an isometry. �

The solution of the heat equation on functions
∂f

∂t
=

1
2
∆Mf, (t, x) ∈ R+ ×M,

f(0, x) = f(x), x ∈M,

is given by

f(t, x) =
∫
M
pM (t, x, y)f(y) dy.

Similarly, in view of Theorem 7.2.1, let

p∗M (t, x, y) : ∧∗yM → ∧∗xM

be the heat kernel on differential forms. Then

(7.2.4) Ex
{
MtU

−1
t θ(Xt)

}
=
∫
M
p∗M (t, x, y) θ(y) dy.

Let Px,y;t be the law of a Brownian bridge from x to y in time t, i.e., the
Wiener mesure on the bridge space Lx,y;t. From (7.2.4) the heat kernel on
differential forms can be written as

p∗M (t, x, y) = pM (t, x, y) Ex,y;t
{
MtU

−1
t

}
.

Of particular importance is the value of the heat kernel on the diagonal

(7.2.5) p∗M (t, x, x) = pM (t, x, x) Ex,x;t
{
MtU

−1
t

}
,

where, under the probability Px,x;t,

U−1
t : ∧∗xM → ∧∗xM

is the stochastic parallel transport along the reversed Brownian bridge at x
(Brownian holonomy). This representation of the heat kernel on the diagonal
is the starting point of the probabilistic proof of the Gauss-Bonnet-Chern
formula in the next section.
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Remark 7.2.5. We have restricted ourselves in this section to the bundle
of differential forms ∧∗M , but everything we have said remains true for any
vector bundle π : E →M over M equipped with a connection and a second
order elliptic operator �E on Γ (E) provided that there is a Weitzenböck
formula for �E , i.e., the difference �E −∆E is a fibre-wise linear transform
(a 0th order operator). We will see an example of this situation when we
discuss the index theorem for the Dirac operator on a spin manifold.

7.3. Gauss-Bonnet-Chern formula

The Gauss-Bonnet-Chern theorem, one of the most beautiful theorems in
differential geometry, is the index theorem for the operator d+ δ on differ-
ential forms. It states that for an even dimensional, compact, and oriented
Riemannian manifold M , its Euler characteristic χ(M), a topological in-
variant, is the integral of a function e defined in terms of the curvature
tensor:

χ(M) =
∫
M
e(x) dx.

The connection of this formula with Brownian motion is made through the
heat kernel on differential forms (7.2.4), in particular its value on the diag-
onal (7.2.5). We start our probabilistic proof of the Gauss-Bonnet-Chern
theorem with the relation between the Euler characteristic and the heat
kernel on forms.

Let V be a finite-dimensional inner product space and T ∈ End(V ) a
linear map on V . As we mentioned in the last section, T can be extended to
the exterior algebra as a degree-preserving derivation D∗T : ∧∗V → ∧∗V .
We define the supertrace TraceT by

TraceT =
n∑
p=0

(−1)pTr∧pVD
∗T.

Let M be a compact, oriented Riemannian manifold. A form θ is called
harmonic if �Mθ = 0. Let Hp(M) be the space of harmonic p-forms. From
the theory of elliptic operators we know that each Hp(M) is finite dimen-
sional. For our purpose we define the Euler characteristc by

χ(M) =
d∑
p=0

(−1)p dimHp(M).

The Hodge-de Rham theory (see Warner [71]) shows that Hp(M) is isomor-
phic to the pth cohomology group of M ; hence χ(M) is in fact a topological
invariant independent of the choice of the Riemannian metric on M . Either
from geometric or topological consideration, the Poincaré duality gives a
natural isomorphism between Hp(M) and Hd−p(M). Hence χ(M) = 0 if d
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is odd. This fact will also follow from our proof of the Gauss-Bonnet-Chern
theorem.

We now connect the Euler characteristic χ(M) with the heat kernel
p∗M (t, x, y) on forms. L2-theory of elliptic operators shows that the spectrum
of �M on Γ (∧∗M) is discrete. Let

λ0 = 0 ≤ λ1 ≤ λ2 ≤ · · ·

be the eigenvalues of −�M counted with multiplicity. There are orthonormal
eigenforms fn ∈ Γ (∧∗M) such that �Mfn = −λnfn and the heat kernel has
the following L2-expansion:

(7.3.1) p∗M (t, x, y) =
∞∑
n=0

e−λnt/2fn(x)⊗ f∗n(y).

The diagonal map p∗M (t, x, x) : ∧∗xM → ∧∗xM is a degree-preserving map.
Hence the supertrace Tracep∗M (t, x, x) is well defined.

Theorem 7.3.1. For any t > 0, we have

χ(M) =
∫
M

Trace p∗M (t, x, x) dx.

Proof. Let
µ0 = 0 < µ1 < µ2 < · · ·

be the distinct eigenvalues of −�M . For each p, let Epi be the space of
p-forms in the µi-eigenspace. If f is a normalized differential form, then it
is clear that

Trace(f(x)⊗ f∗(x)) = |f(x)|2,
and hence ∫

M
Trace(f(x)⊗ f∗(x)) = 1.

It follows that∫
M

Trace p∗M (t, x, x) dx =
∞∑
i=0

e−µit/2
d∑
p=0

(−1)pdimEpi (M).

For µ0 = 0, the eigenspace Ep0(M) = Hp(M), the space of harmonic p-forms.
Hence

d∑
p=0

(−1)pdimEp0(M) = χ(M).

It is therefore enough to show that for any µi > 0,

(7.3.2)
d∑
p=0

(−1)pdimEpi (M) = 0.
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In order to prove this relation, we first note that if f is a p-eigenform with
eigenvalue µi, then df is a (p+ 1)-eigenform, and δf is a (p− 1)-eigenform,
both with the same eigenvalue µi. This follows from the fact that both d
and its adjoint δ commute with �M = −(dδ + δd). Therefore we have

dEp−1
i ⊆ Epi , δEp+1

i ⊆ Epi .

We claim that for any eigenvalue µi > 0,

(7.3.3) Epi = dEp−1
i ⊕ δEp+1

i .

This is the Hodge decomposition. The orthogonality is obvious, because
from d2 = 0 we have

(df, δg) = (d2f, g) = 0.
Now suppose that an eigenform h is orthogonal to the subspace on the
right side of (7.3.3). Since both dh and δh are eigenforms with the same
eigenvalue, we have

(dh, dh) = (h, δdh) = 0, (δh, δh) = (h, dδh) = 0.

Hence
−µi(h, h) = (�Mh, h) = (dh, dh) + (δh, δh) = 0.

This implies h = 0, and (7.3.3) is proved.

From the decomposition (7.3.3) it is clear that the map d : δEp+1
i → dEpi

is onto; it is also one-to-one, for dδh = 0 implies (δh, δh) = (dδh, h) = 0;
hence δh = 0. If we let np = dim(dEpi ), then dim Epi = np−1 + np, and we
have

d∑
p=0

(−1)pdimEpi =
d∑
p=0

(−1)p(np−1 + np) = 0.

�

We will use the representation of the heat kernel

p∗M (t, x, x) = pM (t, x, x) Ex,x;t
{
MtU

−1
t

}
to show that the limit

e(x) = lim
t↓0

Trace p∗M (t, x, x)

exists and to express the limit explicitly in terms of the curvature tensor.
This is Patodi’s local Gauss-Bonnet-Chern theorem. Once this is proved,
from Theorem 7.3.1 we will have immediately the Gauss-Bonnet-Chern
formula

χ(M) =
∫
M
e(x)dx.

Note that from Theorem 5.1.1, the behavior of the heat kernel on the
diagonal is pM (t, x, x) ∼ (2πt)−d/2 as t ↓ 0. Therefore we expect some
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sort of cancellation in Ex,x;tTrace
{
MtU

−1
t

}
so that it has the order of td/2.

What we will show is that this “fantastic” cancellation (to quote McKean
and Singer [56]) occurs at the path leve, namely,

Trace
{
MtU

−1
t

}
∼ const. td/2 as t ↓ 0.

This cancellation is a consequence of the following purely algebraic fact.

Lemma 7.3.2. Let Ti ∈ End(V ), 1 ≤ i ≤ k. If k < dimV , then

Trace(T1 ◦ · · · ◦ Tk) = 0.

If k = dimV , then

φ(T1 ◦ · · · ◦ Tk) = (−1)k · coefficient of x1 · · ·xk in det

(
k∑
i=1

xiTi

)
.

Proof. It is an easy exercise to verify that, for a linear matrix T ,

det(I − T ) = TraceT.

The right side is the supertrace of T . Using this identity and the fact that
∧∗eT = eD

∗T (see (7.1.5)), we have

det
(
I − ex1T1 · · · exkTk

)
= Trace

{
ex1D∗T1 · · · exkD

∗Tk

}
.

The result follows by comparing the coefficients of x1 · · ·xk on both sides. �

An element S = T1 ⊗ T2 ∈ End(V ) ⊗ End(V ) acts on ∧∗V by D∗S =
D∗T1 ◦ D∗T2, and this definition is extended linearly to all of End(V ) ⊗
End(V ). The following corollary is immediate from the above definition.

Corollary 7.3.3. Let S1, . . . , Sk ∈ End(V ) ⊗R End(V ) and T1, . . . , Tl ∈
End(V ). If 2k + l < dimV then

Trace (S1 ◦ · · · ◦ Sk ◦ T1 ◦ · · · ◦ Tl) = 0.

The same result holds if we make a permutation on (S1, . . . , Sk, T1, . . . , Tl).

We now analyze the expression Trace
{
MtU

−1
t

}
. Recall that U−1

t is the
parallel transport along a Brownian bridge. Therefore it, or more precisely,
∧∗U−1

t , is an isometry on ∧∗xM . For a small time, Ut is close to the identity
map I, and we can find a unique ut ∈ so(d) such that Ut = exput in O(d).
From (7.1.5) the action of Ut (as an isometry) on ∧xM is given by

∧∗Ut = expD∗ut.

We now show that Ut − I has the order of t as t ↓ 0, or equivalently
ut = O(t). More precisely we have the following result, which is the only
technical part of our probabilistic proof of the Gauss-Bonnet-Chern theorem.
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Lemma 7.3.4. For any positive integer N there is a constant KN such that

Ex,x;t |Ut − I|N ≤ KN t
N .

Equivalently, there is a constant CN such that

Ex,x;t|ut|N ≤ CN tN .

Proof. We assume that N = 1. For the general case only trivial modi-
fications are needed. We work under the probability Px,x;t, the law of a
Brownian bridge X at x in time t. The horizontal lift U of X is the solution
of the following stochastic differential equation:

dUt = Hi(Ut) ◦ dW i
t + h(t− s, Us) ds,

where h(s, u) is the horizontal lift of ∇ ln p(s, y, x); see Theorem 5.4.4. We
use the normal coordinates

{
xi
}

at x to explicitly calculate Ut. Let O,O1

be two neighborhoods of x covered by the coordinates such that the closure
of O1 is contained in O. In these coordinates the coordinates for the frame
bundle O(M) are u =

{
xi, eij

}
, where eij are determined by uei = eij(∂/∂x

i).

Let F : O(M) → M(d, d) be a smooth function such that F (u) =
{
eij

}
on

π−1(O1) and zero on π−1(M\O). Then we have F (U0) = I and F (Ut) = Ut.
Using Itô’s formula on F (Us), we have

Ut − I =
∫ t

0
〈∇HF (Us), dWs〉+

∫ t

0
〈∇HF (Us), h(t− s, Us)〉ds(7.3.4)

+
1
2

∫ t

0
∆O(M)F (Us) ds

def=R1(t) +R2(t) +R3(t).

The key to the proof is the following observation: there is a constant C such
that

(7.3.5) |∇HF (u)| ≤ Cd(x, πu).

To see this, we write Hi in the local coordinates on O,

Hi = eji
∂

∂xj
− Γ qkl(y)e

k
i e
l
p

∂

∂eqp
,

where Γ qkl(y) are the Christoffel symbols at y = πu; see Proposition 2.1.3.
By Lemma 2.5.5 in the normal coordinates all the Christoffel symbols vanish
at x. From this the inequality (7.3.5) follows immediately.

We now estimate the three terms in (7.3.4). For R1(t) we have, by
(7.3.5),

Ex,x;t|R1(t)|2 ≤ C1

∫ t

0
Ex,x;td(x,Xs) ds.
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By Lemma 5.5.4 Ex,x;td(x,Xs) ≤ C2
√
s; hence

Ex,x;t|R1(t)|2 ≤ C3

∫ t

0

√
sds ≤ C4t

3/2.

To estimate R2(t), we need the estimate on ∇ ln p(s, x, y) in Theorem 5.5.3.
This estimate combined with (7.3.5) gives

|〈∇HF (Us), h(t− s, Us〉| ≤ C5

{
d(x,Xs)2

t− s
+
d(x,Xs)√
t− s

}
.

Hence, because Ex,x;td(x,Xs)2 ≤ C6(t− s) (see Lemma 5.5.4), we have

Ex,x;t|R2(t)| ≤ C7

∫ t

0

[
Ex,x;td(x,Xs)2

t− s
+

Ex,x;td(x,Xs)√
t− s

]
ds ≤ C8t.

For R3(t), because the integrand is obviously uniformly bounded, we have
Ex,x;t|R3(t)| ≤ C9t. Combining the estimates for R1(t), R2(t), and R3(t), we
obtain Ex,x;t|Ut − I| ≤ C10t, as desired. �

We now come to the proof of the local Gauss-Bonnet-Chern theorem.

Theorem 7.3.5. The limit

e(x) = lim
t↓

Trace p∗M (t, x, x)

exists and

e(x) =


Trace(D∗Ω)l

(4π)ll!
, if d = 2l is even,

0, if d is odd.
.

Proof. Recall that the heat kernel on differential forms has the representa-
tion

p∗M (t, x, x) = pM (t, x, x)Ex,x;t
{
MtU

−1
t

}
.

Since

pM (t, x, x) ∼
(

1
2πt

)d/2
,

we need to show that the following limit exists:

(7.3.6) e(x) = lim
t→0

(
1

2πt

)n/2
Trace

{
MtU

−1
t

}
.

Note that U−1
t in the above relation is ∧∗U−1

t , the action of U−1
t on ∧∗xM

as an isometry. Let l = d/2 and l∗ = [d/2] + 1. From U−1
t = evt we have

∧∗U−1
t = expD∗vt. Therefore

∧∗U−1
t =

[l]∑
i=0

{D∗vt}i

i!
+R(t),
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where the remainder R(t) satisfies the estimate Ex,x;t|R(t)| ≤ C1t
l∗ by

Lemma 7.3.4. On the other hand, iterating the equation

Ms = I +
1
2

∫ t

0
MτD

∗Ω(Uτ ) dτ,

we have

(7.3.7) Mt =
[l]∑
i=0

mi(t) +Q(t),

where m0(s) = I and

mi(s) =
1
2i

∫ s

0
mi−1(τ)D∗Ω(Uτ ) dτ.

The remainder in (7.3.7) satisfies |Q(t)| ≤ C2t
l∗ for some constant C2. From

the expansions of Mt and U−1
t we have

MtU
−1
t =

∑
i,j≤[l]

1
j!
mi(t)(D∗vt)j + S(t),

where the remainder satisfies Ex,x;t|St| ≤ C3t
l∗ .

We now come to the crucial point. By the definition of mi(t), it is
clearly the limit of a sequence of linear combinations of terms of the form
D∗S1 ◦ · · · ◦ D∗Si with Sj ∈ End(Rd) ⊗ End(Rd). Hence, by Corollary
7.3.3,

Trace
{
mi(t)(D∗vt)j

}
= 0 if 2i+ j < d.

On the other hand, by Proposition 7.3.4,

Ex,x;t|mi(t)(D∗vt)j | ≤ C4t
i+j .

We conclude from these two facts that the limit (7.3.6) is possibly nonzero
only if i + j ≤ d/2 and 2i + j ≥ d, that is, j = 0 and 2i = d. In this case
l = d/2 must be an integer, and using the fact that

lim
t→0

ml(t)
tl

=
D∗Ω)l

2l
,

we have

e(x) = lim
t→0

(
1

2πt

)d/2
Trace

{
MtU

−1
t

}
= lim

t→0

(
1

2πt

)l
Traceml(t)

=
Trace (D∗Ω)l

(4π)ll!
.

This completes the proof. �
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Using the explicit formula for D∗Ω in (7.1.6), we can show that, for an
even d,

e(x) =
1

(4π)d/2(d/2)!

∑
I,J

sgn(I;J)Ωi1i2j1j2 · · ·Ωid−1idjd−1jd ,

where I = {i1, . . . , id} and J = {j1, . . . , jd}. Let dx be the volume form
of M . The d-form e = e(x) dx is called the Euler form of the manifold M .
Define the Pfaffian Pf(Ω) by

Pf(Ω) =
∑
I

Ωi1i2 ∧ · · · ∧ Ωid−1id .

Pf(Ω) is a horizontal d-form on O(M), and we can verify that the pullback
of the Euler form e on M is given by

π∗e =
Pf(Ω)

(4π)d/2 (d/2)!
.

Let us conclude this section by a formal statement of the Gauss-Bonnet-
Chern theorem.

Theorem 7.3.6. Suppose that M is an even dimensional, compact, and
oriented Riemannian manifold and e(x) dx is its Euler form. Then

χ(M) =
∫
M
e(x) dx.

Proof. Combine Theorems 7.3.1 and 7.3.5. �

7.4. Clifford algebra and spin group

In the next few sections we will prove the Atiyah-Singer index theorem
for the Diract operator on a twisted spin bundle. Besides the difference
in necessary algebraic and geometric backgrounds for the two problems,
probabilistically the main new feature for the Dirac operator lies in the fact
that, while in the previous case of the Gauss-Bonnet-Chern theorem it is
enough to show that the Brownian holonomy satisfies Ut − I = O(t), in the
present case we need to compute precisely the limit of (Ut − I)/t as t ↓ 0.

We will start with the general setup of a spin bundle over a spin manifold
and the associated Dirac operator, much of which is parallel to the case of
exterior vector bundle of a manifold and the operator d + δ. For analytic
treatment of Dirac operators we recommend Dirac Operators in Riemannian
Geometry by Friedrich [28] and Invariance Theory, the Heat Equation, and
the Atiyah-Singer Index Theorem by Gilkey [31].

Let Rd be a euclidean space with even dimension d = 2l. We fix an
oriented orthonormal basis {ei}. The inner product on Rd is denoted by
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〈·, ·〉. The Clifford algebra C(Rd) is the algebra generated by Rd and the
relation

uv + vu+ 2〈u, v〉 · 1 = 0.

Thus C(Rd) is a vector space over R of dimension 2d with basis

eI = ei1 · · · eik , I = {i1 < . . . < ik} ∈ I,

where I runs through the collection I of ascending subsets of {1, 2, . . . , d}.
The spin group Spin(d) is the set of all w ∈ C(Rd) of the form

w = v1v2 · · · v2k−1v2k, vi ∈ Rd, |vi| = 1

(product of an even number of unit vectors in Rd). It is the (two-sheeted)
universal covering of the special orthogonal group SO(d). The covering map
σ : Spin(d)→ SO(d) is given explicitly by

σ

l∏
j=1

(
cos

θj
2

+ sin
θj
2
e2j−1e2j

)

=



cos θ1 sin θ1
− sin θ1 cos θ1

·
·
·

cos θl sin θl
− sin θl cos θl


.

From now on we assume that C(Rd) is complexified. A special element
in Spin(d) is

τ =
√
−1

l
e1 · · · ed.

It acts on the Clifford algebra C(Rd) by left multiplication. Since τ2 = 1,
this action decomposes C(Rd) into eigenspaces of eigenvalues 1 and −1:

C(Rd) = C(Rd)+ ⊕ C(Rd)−.

The spin group Spin(d) acts on C(Rd) by left multiplication, which makes it
into a left Spin(d)-module. This representation of the spin group is reducible;
in fact it is the direct sum of 2l isomorphic representations:

C(Rd) = 2l∆.

∆ is called the spin representation of Spin(d). By the action of τ , each ∆ can
be further decomposed into two irreducible, nonisomorphic representations:

(7.4.1) ∆ = ∆+ ⊕∆−.

∆± are the half-spin representations.
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The Lie algebra of Spin(d) is just so(d), the space of anti-symmetric
matrices. The exponential map exp : so(d) → Spin(d) can be described as
follows. Let A ∈ so(d). Then there is a basis {ei} of Rd such that A has the
following form:

(7.4.2) A =



0, θ1
−θ1 0

·
·
·

0 θl
−θl 0


In this basis we have

(7.4.3) expA =
l∏

j=1

(
cos

θj
2

+ sin
θj
2
e2j−1e2j

)
.

The representation of Spin(d) on C(Rd) described above induces in naturally
a representation D∗ of so(d) on C(Rd), which preserves the decompositions
of C(Rd). This action is described in the following lemma.

Lemma 7.4.1. The action D∗A : ∆± → ∆± of A = (aij) ∈ so(d) on C(Rd)
is given by

D∗A = multiplication on the left by
1
4

∑
1≤i,j≤d

aijeiej .

Proof. We may assume that A has the special form in (7.4.2). Recall that
the action of exp tA on C(Rd) is the multiplication on the left. Replacing A
in (7.4.3) by tA and differentiating with respect to t, we have

d exp tA
dt

∣∣∣
t=0

=
1
2

l∑
j=1

θje2j−1e2j .

�

If A = (aij) ∈ so(d) we define

A(e) =
1
2

d∑
i,j=1

aijei ∧ ej ∈ ∧2Rd.

The Pfaffian Pf(A) is defined by the relation

A(e)∧l = l! Pf(A) e1 ∧ · · · ∧ ed.

We see that Pf(A) is a homogeneous polynomial in aij of degree l, and
Pf(A)2 = detA.
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For any linear transformation S : ∆→ ∆ which preserves the decompo-
sition (7.4.1) we define the supertrace of S by

TraceS = Tr∆+S − Tr∆−S = Tr∆(τS).

In the following, whenever needed we regard an element f ∈ C(Rd) as a
linear transformation on C(Rd) by left multiplication. Thus if f preserves
decompostion (7.4.1), the supertrace Tracef is well defined.

Lemma 7.4.2. Let A ∈ so(d). Then

lim
t→0

Trace exp tA
tl

=
√
−1

−l
Pf(A).

Proof. By the decomposition C(Rd) = 2l∆, we can compute Trace exp tA
on C(Rd) and then divide by 2l. Without loss of generality, we may assume
that A has the form (7.4.2). Then we have

(7.4.4) exp tA =
l∏

j=1

(
cos

θjt

2
+ sin

θjt

2
e2j−1e2j

)
.

In order to compute the supertrace, we need to find a suitable basis for
C(Rd)±. If I ∈ I, the collection of ascending subsets of {1, . . . , d}, we let
I∗ = (1, . . . , d)\I, arranged in the ascending order. For an ascending multi-
index I ∈ I we have τeI = c(I)eI∗ for some constant c(I). It is easy to verify
that the elements

f±I = eI ± c(I)eI∗ , I ∈ I,

form a basis for C(Rd)± respectively, or more precisely, twice a basis, because
f±I is a multiple of f±I∗ . From (7.4.4) and τf+

I = f+
I we have

(exp tA)f+
I =

l∏
j=1

cos
θjt

2
· f+
I +
√
−1

−l
l∏

j=1

sin
θjt

2
· f+
I +

∑
J 6=I

a+
J f

+
J .

A similar relation holds also for f− with a minus sign on the second term.
Therefore the supertrace of exp tA on C(Rd) is

TraceC(Rd) exp tA = 2l
√
−1

−l
l∏

j=1

sin
θjt

2
.

Now it is easy to see that

lim
t→0

Trace exp tA
tl

=
√
−1

−l
θ1θ2 · · · θl =

√
−1

−l
Pf(A).

�

We have the following analogue of Lemma 7.3.2.
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Lemma 7.4.3. Let A1, . . . , Al ∈ so(d). If k < l, then

Trace (D∗A1 ◦ · · · ◦D∗Ak) = 0.

If k = l, then

Trace (D∗A1 ◦ · · · ◦D∗Ak)

=
√
−1

−l · coeff. of x1x2 · · ·xl in Pf(x1A1 + x2A2 + · · ·+ xlAl).

Proof. Let A(x) = x1A1 + x2A2 + · · ·+ xlAl. Since the representation D∗

of so(d) is induced from the representation of Spin(d) on C(Rd), as actions
on C(Rd), we have

exp tA(x) =
∞∑
n=0

tn

n!
D∗A(x)n.

Take the supertrace on both sides and compare coefficients. By Lemma
7.4.2, we have

Trace
∑
σ∈Sk

D∗Aσ(1) ◦ · · · ◦D∗Aσ(k)

=


0, if k < l,

coefficient of x1x2 · · ·xl in

l!
√
−1−lPf(x1A1 + x2A2 + · · ·+ xlAl), if k = l.

(Sk is the permutation group on {1, . . . , k}.) The desired result follows
because the supertrace of a product of D∗Ai is independent of the order of
the factors. �

The following corollary will be useful later.

Corollary 7.4.4. We have

Trace (D∗A1 ◦ · · · ◦D∗Al) e1 ∧ · · · ∧ ed =
√
−1

−l
A1(e) ∧ · · · ∧Al(e).

Proof. By the definition of Pfaffian we have

Pf(A(x)) e1 ∧ · · · ∧ ed =
1
l!

[x1A1(e) + · · ·+ xlAl(e)]
∧l

= (x1 · · ·xl)A1(e) ∧ · · · ∧Al(e) + other terms.

The corollary follows by using the lemma on the left side of the above iden-
tity. �

We now leave algebra and turn to geometry.
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7.5. Spin bundle and the Dirac operator

Let M be a compact, oriented Riemannian manifold of dimension d = 2l.
The bundle of oriented orthonormal frames SO(M) is a principal bundle
over M with structure group SO(d). We further assume that M is a spin
manifold. This means that there exists a principal bundle SP(M) with
structure group Spin(d) and a two-sheeted covering map

σ̃ : SP(M)→ SO(M)

such that
σ̃ηu = σ(η)u, u ∈ SP(M), η ∈ Spin(d),

and σ : Spin(d)→ SO(d) is the standard covering map. Any such Spin(d)-
principal bundle over M is called a spin structure of M . The necessary
and sufficient topological conditions for the existence of a spin structure on
a Riemannian manifold is known. In the following we assume that M is a
spin manifold and fix a spin structure (or a Spin(d)-principal bundle SP(M))
on M .

The spin bundle over M of the spin structure is the associated vector
bundle

S(M) = SP(M)×Spin(d) ∆.
From the decomposition (7.4.1) we have a natural (fibrewise) decomposition

S(M) = S(M)+ ⊕ S(M)−, S(M)± = SP(M)×Spin(d) ∆±.

The (fibre-wise) Clifford multiplication

c : TxM → Hom(S(M)x,S(M)x)

is defined as follows. Let v ∈ TxM and ξ ∈ S(M)x. Take a frame u : ∆ →
S(M)x. Its projection is σ̃u : Rd → TxM . Then

c(v)ξ = u
(
(σ̃u)−1v · u−1ξ

)
,

where · is the the usual multiplication in C(Rd). In other words, the Clifford
multiplication by c(v) is simply the pushforward (by u : ∆→ S(M)x) of the
usual left mutiplication by (σ̃u)−1v on ∆. It is clear that c(v) exchanges
S(M)±x .

Because the principal bundle SP(M) is a two-sheeted cover of SO(M),
the Levi-Civita connection ∇ on M extends naturally to a connection on
the spin bundle S(M):

∇ : Γ (TM)× Γ (S(M))→ Γ (S(M)).

We describe this connection. Let ω be the connection form of the original
Levi-Civita connection ∇. By definition ω is an so(d)-valued 1-form on
SO(M). Since SP(M) is a covering of SO(M), ω can be lifted to a connection
form on SP(M) and defines a connection on the associated bundle S(M)
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by the representation of the Lie algebra so(d) on ∆. The corresponding
curvature tensor of this connection is a map

R : Γ (TM)× Γ (TM)× Γ (S(M))→ Γ (S(M)).

The following lemma expresses ∇ and R on the spin bundle S(M) explicitly
in a local moving frame.

Lemma 7.5.1. Let σ̃u = {Xi} ∈ SO(M) be an oriented local orthonormal
frame for the tangent bundle TM and Γ kij be the corresponding Christoffel
symbols. Let u be the lift of σ̃u to SP(M) and XI = u(eI). Then {XI , I ∈
I} ∈ SP(M) is a local frame for the spin bundle S(M). In terms of this
frame, the covariant differentiation ∇ on S(M) is given by

∇XiXI =
1
4

d∑
j,k=1

Γ kijc(Xj)c(Xk)XI .

The curvature R on S(M) is given by

R(Xi, Xj)XI =
1
4

d∑
k,l=1

〈R(Xi, Xj)Xk, Xl〉c(Xk)c(Xl)XI .

Here c(X) denotes the Clifford multiplication.

Proof. The connection form in this case is defined by

ω(Xi) =
{
Γ kij

}
.

Lemma 7.4.1 describes the representation of so(d) on ∆. The action of
ω(Xi) on ∆ is D∗ω(Xi), i.e., the multiplication on the left by the element∑d

j,k=1 Γ
k
ijejek/4. Hence, from XI = u(eI) we have

∇XiXI = u (D∗ω(Xi) eI) =
1
4

d∑
j,k=1

Γ kiju(ejekeI).

This implies the desired expression for the connection because

u(ejekeI) = c(Xj)c(Xk)XI .

The proof for the curvature is similar. �

Remark 7.5.2. c(Xi)c(Xj) corresponds to the action of Aij on ∆, where
Aij ∈ so(n) is the matrix such that aij = 1, aji = −1 and all other entries
are 0. More precisely,

c(Xi)c(Xj) = 2u ◦D∗Aij ◦ u−1,

where ◦ denotes “composition of maps”.
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The setting we have developed so far can be made more interesting by
“twisting” the spin bundle S(M) with a hermitian vector bundle ξ. Namely,
let ξ be a hermitian vector bundle on M equipped with a connection ∇ξ.
We denote the corresponding curvature operator Rξ of ξ by L. The twisted
bundle is the product bundle G = S(M) ⊗ ξ with the product connection
∇⊗∇ξ, which we will simply denote by ∇. We have

G = G+ ⊕G−, G± = S(M)± ⊗ ξ.

The Clifford multiplication exchanges G±
x .

The Dirac operator D on the twisted bundle G is defined as a series of
compositions:

D : Γ (G) ∇−→ Γ (T ∗M ⊗G) dual−→ Γ (TM ⊗G) c−→ Γ (G).

If {Xi} is an orthonormal basis, then it is immediate from the definition
that

(7.5.1) D =
d∑
i=1

c(Xi)∇Xi .

It is easy to see that D exchanges Γ (G±).
At this point it is perhaps helpful to point out that the counterpart

of the Dirac operator D for the exterior bundle ∧∗M is D = d + δ. The
decomposition G = G+⊕G− corresponds to the decomposition of ∧∗M into
the subbundles of even and odd forms. The Hodge-de Rham Laplacian is

�M = −(dδ + δd) = −D2.

The operator −D2 should play the role of �M in the current setting.
Since G is a vector bundle over the Riemannian manifold M with the

connection ∇, we have the covariant Laplacian ∆M defined by

∆Mf =
d∑
i=1

∇2f(Xi, Xi), f ∈ Γ (G),

for an orthonormal frame {Xi}. There exists a Weitzenböck formula relating
D2 and ∆M .

Theorem 7.5.3. (Lichnerowicz formula) Let {Xi} be an orthonormal basis
of TxM . Then

D2 = −∆M +
S

4
+

1
2

d∑
j,k=1

c(Xj) c(Xk)⊗ L(Xj , Xk).

Here S is the total (scalar) curvature of M .
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Proof. We use the notations in Lemma 7.5.1. Fix a point on the manifold
as the origin and let X = {Xi} be the moving frame obtained by parallel-
translating the frame at the origin along the geodesic rays. This moving
frame has the property that all Christoffel symbols vanish at the origin (see
the proof of Lemma2.5.5), and, because the connection is torsin-free, all the
brackets [Xi, Xj ] vanish at the origin as well. The curvature operator on the
twisted bundle G becomes

(7.5.2) RG = ∇Xi∇Xj −∇Xj∇Xi .

These facts will simplify our computation
Using (7.5.1), we have

D2 = c(Xi)c(Xj)∇Xi∇Xj + c(Xi)c (∇XiXj)∇Xj .

The last term vanishes because the Christoffel symbols vanish at the origin.
From the definition of Clifford multiplication and the orthogonality of {Xi}
we have

(7.5.3) c(Xi)c(Xj) + c(Xj)c(Xi) + 2δij = 0.

Using this and (7.5.2), we have

D2 = c(Xi)c(Xj)∇Xi∇Xj

=
1
2
{
c(Xi)c(Xj)∇Xi∇Xj + c(Xj)c(Xi)∇Xj∇Xi

}
= −∇Xi∇Xi +

1
2
c(Xi)c(Xj)

[
∇Xi∇Xj −∇Xi∇Xj

]
= −∆M +

1
2
c(Xi)c(Xj)RG(Xi, Xj).

We now compute the curvature RG on a section of the form XI ⊗ f of the
twisted spin bundle G. We have by definition

∇Xi∇Xj (XI ⊗ f)

= ∇Xi∇XjXI ⊗ f +∇XiXI ⊗∇Xjf

+∇XjXI ⊗∇Xif +XI ⊗∇Xi∇Xjf.

The two terms in the middle vanish by Lemma 7.5.1. Hence, using (7.5.2),
we have

RG(XI ⊗ f) = R(Xi, Xj)XI ⊗ f +XI ⊗ L(Xi, Xj)f,

where L is the curvature operator on the factor bundle ξ. The second term
on the right side yields the last term in the Lichnerowicz formula. In view
of Lemma 7.5.1, to complete the proof we need to show that

d∑
i,j,k,l=1

Rijkl c(Xi)c(Xj)c(Xk)c(Xl) = 2S,
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where Rijkl = 〈R(Xi, Xj)Xk, Xj〉, and S =
∑d

i,j=1Rijji is the scalar curva-
ture. This identity follows from the first Bianchi identity

Rijkl +Riljk +Riklj = 0

and the commutation relation (7.5.3). We leave this straightforward verifi-
cation to the reader. �

7.6. Atiyah-Singer index theorem

Let D± = D
∣∣
G±

. We define the index of D+ by

Ind(D+) = dim KerD+ − dim KerD−.

The reader can verify that its counterpart for d + δ on ∧∗M is exactly
the Euler characteristic χ(M). The Atiyah-Singer index theorem expresses
ind(D+) as the integral of a d-form on M determined by the curvature.

The supertrace on the twisted bundle G = S(M) ⊗ ξ is defined as fol-
lows. If S : Gx → Gx is a linear map on the fibre Gx which prerserves the
decomposition Gx = G+

x ⊕G−
x , we define

TraceS = TrG+S − TrG−S.

From this definition it is clear that if S has the form U⊗V with U : S(M)x →
S(M)x and V : ξx → ξx, then

TraceS = TraceU · TrξV.

Let pDM (t, x, y) be the heat kernel for −D2 on the twisted bundle G. We
have the following representation for the index of D+.

Theorem 7.6.1. For any t > 0, we have

Ind(D+) =
∫
M

Trace pDM (t, x, x) dx.

Proof. See the proof of Theorem 7.3.1. �

As in the case of the Gauss-Bonnet-Bonnet theorem, we will derive a
probabilistic representation of the heat kernel pDM (t, x, x) in terms of a Brow-
nian bridge and show that a cancellation takes place after taking its trace.
We will then evaluate the limit (the so-called local index)

I(x) = lim
t↓0

Trace pDM (t, x, x)

explicitly in terms of the curvature.
Let us start with some notations and a precise formulation of the result

we will prove. Let M be a Riemannian manifold and π : V → M a vector
bundle on M equipped with a connection compatible with the metric. Let
RV be the curvature of this connection. Fix a point x ∈M and let

{
xi
}

be
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a local coordinate system in a neighborhood of x such that Xi = ∂/∂xi is
an orthonormal basis at x. By definition the curvature transform

RV (Xi, Xj) : Vx → Vx

is an anti-symmetric (or anti-hermitian) linear transform on the fibre Vx. It
is also anti-symmetric in the indices i and j. Let

{
Xi
}

be the dual basis.
Define the following the End(V )-valued curvature 2-form

(7.6.1) ΩV =
1
2

d∑
i,j=1

RV (Xi, Xj)Xi ∧Xj .

If f(A) is a power series in the entries of A ∈ so(d) and is invariant under
the group SO(d) in the sense that f(O−1AO) = f(A) for all O ∈ SO(d),
then the form f(ΩV ) is well-defined and is independent of the choice of the
basis. For our purpose the following examples are relevant:

(i) V = TM , RV = R, ΩV = Ω. The Â-genus of the tangent bundle
TM is

Â(TM) = det
[

Ω/4π
sinΩ/4π

]1/2

(TM).

(ii) V = ξ, RV = L, ΩV = Λ. The Chern character of the hermitian
bundle ξ is

ch ξ = Trξ exp
[√
−1
2π

Λ
]
.

If A and B are two differential forms on M , we use A
d
≈ B to denote

that A and B have the same d-form components.

Theorem 7.6.2. The limit

I(x) = lim
t↓0

Trace pDM (t, x, x)

exists and

I(x) dx
d
≈ Â(TM) ∧ ch ξ.

[dx is the volume form on M .]

The Atiyah-Singer index theorem for the Dirac operator follows from
the above local index theorem and Theorem 7.6.1.

Theorem 7.6.3. We have

Ind(D+) =
∫
M
Â(TM) ∧ ch ξ.
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As before, in order to derive the desired probablistic representation of
pDM (t, x, x) we need to solve the initial value problem

(7.6.2)


∂f

∂t
= −1

2
D2f, (t, x) ∈ (0,∞)×M,

u(0, x) = f0(x), x ∈M.

This can be done by introducing an appropriate multiplicative Feynman-Kac
functional using the Lichnerowicz formula.

In the following we always fix a frame U0 at x and identify TxM with
Rd using this frame. We use {ei} to denote the usual oriented orthonormal
basis of Rd. We use X to denote the coordinate process on the path space
W (M) and U the horizontal lift of X starting from U0. The law of Brownian
motion from x and the law of Brownian bridge at x in time t are denoted
by Px and Px,x;t respectively. Note that U−1

t is the parallel transport from
Xt to X0 = x along the Brownian path X[0, t].

Proposition 7.6.4. Let S(z) be the total (scalar) curvature at z and defined

Rt = exp
[
−1

8

∫ t

0
S(Xs) ds

]
Define the linear map Mt : Gx → Gx by the following ordinary differential
equation:

dMs

ds
= −1

4
Ms

d∑
j,k=1

c(ej)c(ek)⊗ UsL(Usej , Usek)U−1
s , M0 = I.

Then the solution of the initial value problem (7.6.2) is

f(t, x) = Ex
{
RtMtU

−1
t f(Xt)

}
.

Proof. Apply Itô’s formula to RsMsf̃(t − s, Us), where f̃ is the lift of f
to the orthonormal frame bundle of the twisted bundle G; see the proof of
Theorem 7.2.1. �

From

f(t, x) =
∫
M
pDM (t, x, y)f(y)dy

and the above proposition we have the representation we have

I(t, x) = pM (t, x, x)Ex,x;t
{
RtTrace

(
MtU

−1
t

)}
.

Since Rt → 1 as t → 0, this factor does not play a role. As before, the
equation for M can be iterated to obtain a series for Mt in the form (l = d/2)

Mt =
[l]∑
i=0

mi(t) +Q(t),
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where
Ex,x;t|Q(t)| ≤ C1t

l+1

and
mi(t)
tl
→ F k

i!
as t→ 0

with

(7.6.3) F = −1
4

d∑
j,k=1

c(ej)c(ek)⊗ Lx(ej , ek).

Next, we need to compute the stochastic parallel transport Vt
def= U−1

t . It
moves the two components of the fibre Gs = S(M)x ⊗ ξx separately,

Vs = V S(M)
s ⊗ V ξ

s ,

where V S(M)
s and V ξ are the parallel transports on the respective bundles.

Note that under the probability Px,x;t, V
S(M)
t and V ξ

t are orthogonal trans-
forms on the fibres S(M)x and ξx respectively. In the proof of the Gauss-
Bonnet-Chern theorem, we have shown that V S(M)

t − IS(M) = O(t), but
now we need more precise information on the parallel transport V S(M)

t . In
the statement of the following proposition concerning Brownian holonomy
in the spin boundle, Y is a euclidean Brownian bridge defined by

dYs = dWs −
Ys

1− s
ds, Y0 = 0.

Proposition 7.6.5. We have

lim
t→0

V
S(M)x

t − IS(M)x

t
= −1

8

∫ 1

0
〈R(ej , ek)Ys, dYs〉 c(ej)c(ek)

in LN (Ω,F∗,P) for all N ≥ 1. Here we identify Ys with
∑d

i=1 Y
i
s ei.

In order not to interrupt our discussion of the local index theorem for
the Dirac operator, we will prove this result in the next section, in which
the reader will also find a more precise statement.

From pM (t, x, x) ∼ (2πt)−l and Rt → 1 as t ↓ 0 we have

I(t, x) ∼
(

1
2πt

)l
Ex,x;tTrace

{
Mt

(
V

S(M)
t ⊗ V ξ

t

)}
.

As actions on S(M)x, V
S(M)
t is close to the identity; therefore there exists a

v
S(M)
t ∈ so(d) such that such that V S(M)

t = exp vS(M)
t in Spin(d). Proposi-

tion 7.6.5 now implies that

C
def= lim

t→0

v
S(M)
t

t
= −1

8

∫ 1

0
〈R(ej , ek)Ys, dYs〉c(ej)c(ek).
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As in the proof of the local Gauss-Bonnet-Chern theorem, in the supertrace
Trace

{
Mt

(
V

S(M)
t ⊗ V ξ

t

)}
we replace Mt and V

S(M)
t by their expansions.

Thanks to Lemma 7.4.3 all terms with total exponent less than l vanish.
We thus obtain the following formula for the local index

I(x) =
(

1
2π

)l
E Trace

[ ∑
k+m=l

F k

k!
Cm ⊗ Iξ

m!

]
.

It remains to rewrite this into an elegant form. We multiply I(x) by the
volume form dx = dx1 ∧ · · · ∧ dxd, and use Corollary 7.4.4 and Remark
7.5.2. This gives

I(x) dx = E

[ ∑
k+m=l

TrξM∧k

k!
∧ J

∧m

m!

]
,

where

M =
√
−1
4π

d∑
j,k=1

dxj ∧ dxk ⊗ L(ej , ek) =
√
−1
2π

Λ

is the curvature of the hermitian bundle ξ, and, with Ω being the curvature
form on Spin(M) (see (7.6.1)),

J =−
√
−1
8π

d∑
j,k=1

dxj ∧ dxk ⊗
∫ 1

0
〈R(ej , ek)Ys, dYs〉

=−
√
−1
4π

∫ 1

0
〈ΩYs, dYs〉.

Note that M and J commute because they act on ξ and S(M) separately.
Hence we can write

(7.6.4) I(x) dx
d
≈ E expJ ∧ Trξ expM.

The expected value can be evaluated by a matrix version of Lévy’s stochastic
area formula. Let Ys = (Y 1

s , Y
2
s ) be the standard two-dimensional Brownian

bridge from 0 to z. Then Lévy’s stochastic area formula is

E
[
exp
√
−1λ

∫ 1

0
Y 1
s dY

2
s − Y 2

s dY
1
s

]
=

λ

shλ
exp

[
(1− λ cothλ)|z|2

2

]
;

see Ikeda and Watanabe [48], p.388. This can be generalized to the following
matrix form by diagonalization.

Lemma 7.6.6. Let Y be the standard Brownian bridge in Rd from 0 to z,
and A an anti-symmetric matrix. Then

E
[
exp
√
−1
∫ 1

0
〈AYs, dYs〉

]
= det

[
A

sinA

]1/2

exp 〈(I −A cotA)z, z〉 .
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Proof. Exercise. �

Finally, using this lemma to evaluate the expectation in (7.6.4), we ob-
tain the following local index formula:

I(x) dx
d
≈ det

[
Ω/4π

sin(Ω/4π)

]1/2

(TM) ∧ Trξ exp
(√
−1
2π

Λ
)

= Â(TM) ∧ ch(ξ).

Except for the proof of Proposition 7.6.5, which will be carried out in
the next section, we have completed the proof of the Atiyah-Singer index
theorem for the Dirac operator of a twisted spin bundle.

7.7. Brownian holonomy

We first analyze the Brownian bridge X at x as the time length t ↓ 0. Let
expx : Rd → M be the exponential map at x. We show that the image
exp−1

x X of the Brownian bridge is asymptotically a euclidean Brownian
bridge scaled (in space) by a factor of

√
t.

Strictly speaking, under the probability Px,x;t, the Brownian bridge X
will not always stay within the cutlocus of x, so the expression exp−1

x X is
not defined with probability 1. But it can be shown that the probability of
the set of loops which do not lie within the cutlocus is exponentially small.

Lemma 7.7.1. For any positive µ, there is a positive constant λ such that

Px,x;t {X[0, t] 6⊆ B(x;µ)} ≤ e−λ/t.

Proof. By symmetry we only need to consider the half interval [0, t/2]. Let
τµ be the first exit time of B(x;µ). Then by (5.4.1) we have

Px,x;t {τµ ≤ t/2} =
Ex
{
pM (t/2, Xt/2, x); τµ ≤ t/2

}
pM (t, x, x)

.

From Corollary 5.3.5 there is a constant C such that

pM (t/2, Xt/2, x) ≤
C

td/2
, pM (t, x, x) ≥ C−1

td/2
.

Hence,
Px,x;t ≤ C2 Px {τµ ≤ t/2} .

The result follows from this inequality and Proposition 5.1.4. �

As t ↓ 0, this small probability is irrelevant for our purpose. This obser-
vation justifies our carrying out the following analysis as if X lies in a local
coordinate chart with probability 1.
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Let
{
xi
}

be the normal coordinates based at the fixed point x ∈M . The
Riemannian metric is given by ds2 = gijdx

idxj . Recall that the Laplace-
Beltrami operator in local coordinates has the form

∆M =
1√
G

∂

∂xi

(√
Ggij

∂

∂xj

)
,

where G = det (gij) and
{
gij
}

is the inverse of {gij}. Let σ be the positive
definite matrix square root of

{
gij
}
,

bi =
1
2

d∑
j=1

1√
G

∂

∂xj

(√
Ggij

)
= −1

2
gjkΓ ijk.

Define

(7.7.1) Ci(s, z) = gij(z)
∂

∂zj
ln pM (s, z, x).

In these local coordinates the Brownian bridge X is the solution of the
stochastic differential equation

dXt
s = σ(Xt

s) dWs + b(Xt
s) ds+ C(t− s,Xt

s) ds,

where W is a Brownian motion on Rd. This is just the local version of the
equation (5.4.6). Note we have used the notation Xt instead of X to show
the dependence on the time length of the Brownian bridge. We want to
show that the scaled Brownian bridge

(7.7.2) Zts =
Xt
st√
t
, 0 ≤ s ≤ 1,

converges to a standard euclidean Brownian bridge Y in an appropriate
sense. In view of the equation (7.7.4) for Y , this should be clear by a rough
calculation using the following three facts:

(1) Xt shrinks to the origin as t ↓ 0;
(2) σ(0) = I, the identity matrix;
(3) sC(s, z)→ −z as s ↓ 0.

To actually talk about convergence, it is more convenient to put Brown-
ian bridges in different time lengths on the same probability space. This
can be achieved by replacing the Brownian motion W in the above equa-
tion for Xt with the Brownian motion

{√
tWs/t, 0 ≤ s ≤ t

}
, where now

{Ws, 0 ≤ s ≤ 1} is a euclidean Brownian motion defined on a fixed prob-
ability space (Ω,F∗,P). The stochastic differential equation for the scaled
Brownian bridge Zt becomes

(7.7.3) dZts = σ(
√
tZts) dWs +

√
tb(
√
tZts) ds+

√
tC(t(1− s),

√
tZts) ds.
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Let Y be the euclidean Brownian bridge defined by

(7.7.4) dYs = dWs −
Ys

1− s
ds, Y0 = 0.

We will show that Zt → Y as t ↓ 0 on the fixed probability space (Ω,F∗,P).
In the proof of this result, we will need the following two facts about the
gradient of the logarithmic heat kernel in (7.7.1):

√
t
∣∣C(t(1− s),

√
tz)
∣∣ ≤ C1

{
|z|

1− s
+

1√
1− s

}
;(7.7.5)

lim
t→0

√
tC(t(1− s),

√
tz) = − z

1− s
.(7.7.6)

The convergence is uniform for 0 ≤ s ≤ 1/2 and uniformly bounded z. The
first fact is a consequence of the estimate on ∇ ln pM (s, x, y) in Theorem
5.5.3. For the proof of the second fact see Bismut [6], p. 104 or Norris [60].

Lemma 7.7.2. For any positive integer N ,

lim
t→0

E|Zt − Y |N1,∞ → 0.

Proof. We prove for N = 2 and leave the rest to the reader. By the
symmetry of a Brownian bridge under time reversal, it is enough to work
on the half interval [0, 1/2]. Using the inequality (7.7.5) it is easy to show
by Doob’s martingale inequality that, for any positive integer N , there is a
constant CN such that

(7.7.7) E|Zt|N1/2,∞ ≤ CN , E|Y t|N1/2,∞ ≤ CN .

Since we are restricted to [0, 1/2],
√
tC(t(1−s),

√
tz), σ, and b are uniformly

bounded. Now using Doob’s inequality again, we have

E|Zt − Y |2s,∞ ≤ C1E
∫ s

0

∣∣∣σ(
√
tZtτ )− I

∣∣∣2 dτ + C1t

+ C1E
∫ s

0

∣∣∣∣√tC(t(1− τ),
√
tZtτ ) +

Yτ
1− τ

∣∣∣∣2 dτ.
Using the inequality |σ(z)− I| ≤ const.|z| and (7.7.7), we have

E
∫ s

0

∣∣∣σ(
√
tZtτ )− I

∣∣∣2 dτ ≤ C2t.

For the last term on the right side, we have∫ s

0

∣∣∣∣√tC(t(1− τ),
√
tZtτ ) +

Yτ
1− τ

∣∣∣∣2 dτ ≤
2
∫ s

0

∣∣∣∣Ztτ − Yτ1− τ

∣∣∣∣2 dτ + 2
∫ s

0

∣∣∣∣√tC(t(1− τ),
√
tZtτ ) +

Ztτ
1− τ

∣∣∣∣2 dτ.
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For any positive ε we have, for sufficiently small t,

E
∫ s

0

∣∣∣∣√tC(t(1− τ),
√
tZtτ ) +

Ztτ
1− τ

∣∣∣∣2 dτ ≤ ε.
This estimate follows considering two cases: |ztτ | > λ and |ztτ | ≤ λ. Using
(7.7.7), we see that the former case occurs with arbitrarily small probability
if λ is a fixed large number, and hence by (7.7.7) again the expected value
in this case can be made arbitrarily small; for a fixed λ, using (7.7.6), we see
that the expected value in the latter case is arbitrarily small if t is sufficiently
small.

Putting these estimates together, we see that for any positive ε, the
folowing inequality holds for all sufficiently small t and all s ∈ [0, 1/2]:

E|Zt − Y |2s,∞ ≤ C3

∫ s

0
E|Zt − Y |2τ,∞dτ + C3(t+ ε).

From this we conclude by Gronwall’s inequality that

lim
t→0

E|Zt − Y |21/2,∞ = 0.

�

After this long digression on Brownian bridge, we come back to the
problem of the asymptotic behavior of the Brownian holonomy on the spin
bundle S(M). Recall that Ut : TxM → TXtM is the stochastic parallel
transport along the path X[0, t]. In the following theorem, we assume that
Brownian bridges at x of different time lengths are defined on the same
probability space (Ω,F∗,P) in the manner described above.

Proposition 7.7.3. We have

lim
t→0

U
S(M)x

t − IS(M)x

t
=

1
8

∫ 1

0
〈R(ei, ej)Ys, dYs〉c(ei)c(ej)

in LN (Ω,F∗,P) for all positive integers N .

Lemma 7.4.1 describes the action of so(d) on the spin bundle S(M). It
is clear from this lemma that it is enough to prove that

(7.7.8) lim
t→0

eji (t)− δ
j
i

t
=

1
2

∫ 1

0
〈R(ei, ej)Ys, dYs〉,

where Ut =
{
eji (t)

}
. The rest of this section is devoted to the proof of this

result.
We will calculate Ut explicitly in the normal coordinates

{
xi
}
. The

curvature enters into our calculation through the following expansion of the
Christoffel symbols in these coordinates.
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Lemma 7.7.4. Let
{
xi
}

be the normal coordinates at a point x ∈ M , and
denote by {Xi} the local orthonormal frame obtained from

{
∂/∂xi

}
at x by

translating along geodesic rays from x. Then the Christoffel symbols have
the following expansion at x:

Γ kij = −1
2

d∑
l=1

〈R(Xi, Xl)Xj , Xk〉xl +O(|x|2).

Proof. We know that the Christoffel symbols vanish at x (see the proof of
Lemma 2.5.5); hence it is enough to prove that, at x,

∇Xl
Γ kij = −1

2
〈R(Xi, Xl)Xj , Xk〉.

From the definition of Christoffel symbols and the orthogonality of {Xi}, we
have

Γ kij = 〈∇XiXj , Xk〉.
Differentiating along Xl and using ∇Xl

Xk = 0 at x, we have, at the same
point

∇Xl
Γ kij = 〈∇Xl

∇XiXj , Xk〉.

Now for l 6= i, the unit vector field (Xl + Xi)/
√

2 is parallel along the
geodesic ray {xm = 0,m 6= i, l;xi = xl}. Hence it is the tangent vector field
of the geodesic. On the other hand, Xj is parallel along the geodesic; hence
∇Xl+XiXj = 0 along the geodsic, which implies trivially that

∇Xl+Xi∇Xl+XiXj = 0

at x. A similar argument shows also that

∇Xl
∇Xl

Xj = ∇Xi∇XiXj = 0.

It follows that
∇Xl
∇XiXj +∇Xi∇Xl

Xj = 0.

Finally, since the bracket [Xl, Xi] = 0 at x, by the definition of the curvature
tensor we have

∇Xl
Γ kij = −1

2
〈∇Xi∇Xl

Xj −∇Xl
∇XiXj , Xk〉

= −1
2
〈R(Xi, Xl)Xj , Xk〉.

This completes the proof. �

In the normal coordinates, an orthonormal frame is expressed as

u =
{
xi, eji

}
, uei = eji

∂

∂xj
.
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From the local equation for horizontal Brownian motion we have (see (3.3.9)
in Example 3.3.5)

deji (s) = −Γ jmk(Xs) eki (s) ◦ dXm
s , 0 ≤ s ≤ t.

Replacing Xs by
√
tZtst (see (7.7.2)), we obtain

(7.7.9) deji (st) = −t

[
Γ jmk(

√
tZts) e

k
i (st)√

t

]
◦ dZt,ms , 0 ≤ s ≤ 1.

As t ↓ 0, the limit of the expression in brackets can be obtained from the
local expansion of the Christoffel symbols (Lemma 7.7.4) and the fact that
Zt → Y as t ↓ 0 (Proposition 7.7.2), and we have

lim
t↓0

Γ jmk(
√
tZs) eki (st)√
t

= −1
2
〈R(ei, ej)Ys, em〉.

Integrating (7.7.9) from 0 to 1 and taking the limit, we have, at least for-
mally,

eji (t)− δ
j
i

t
= −1

2

∫ 1

0

[
Γ imk(

√
tZts)e

k
j (st)√

t

]
◦ dZt,ms(7.7.10)

→ 1
2

∫ 1

0
〈R(ei, ej)Ys, ◦ dYs〉.

Since the matrix R(ei, ej) is anti-symmetric, its diagonal elements are zero;
hence the bounded variation part of the Stratonovich integral vanishes, and
we have

lim
t↓0

eji (t)− δ
j
i

t
=
∫ 1

0
〈R(ei, ej)Ys, dYs〉.

To justify the passing to the limit in (7.7.10) we consider the half time
intervals [0, 1/2] and [1/2, 1] separately. Using the equation (7.7.3) for Zts
we can convert the Stratonovich in the equation (7.7.9) for eji (st) into the
corresponding Itô integral. Then, integrating from 0 to 1/2 and using (7.7.6)
and (7.7.4), we see that

lim
t↓0

eji (t/2)− δji
t

=
1
2

∫ 1/2

0
〈R(ei, ej)Ys, dYs〉.

Likewise, by symmetry we have

lim
t↓0

eji (t)− e
j
i (t/2)

t
=

1
2

∫ 1

1/2
〈R(ei, ej)Ys, dYs〉.

Adding the two limits, we obtain (7.7.8). We have therefore completed the
proof of Proposition 7.7.3.



Chapter 8

Analysis on Path
Spaces

Stochastic analysis on path and loop spaces is an active area of current
research. In this chapter we concentrate on two topics for the path space
over a compact Riemannian manifold: integration by parts and logarithmic
Sobolev inequalities. For the quasi-invariance of the Wiener measure we
only discuss the euclidean case, for including a proof of this theorem for
a general Riemannian manifold would take too much space. Although the
integration by parts formula can be derived easily once the quasi-invariance
of the Wiener measure under Cameron-Martin shifts is established, fortu-
nately there are other approaches which circumvent the quasi-invariance,
thus making the integration by parts formula in path space much more ac-
cessible. The reader should consult Malliavin [57] for a different approach
to the topics in this chapter.

The first two sections of this chapter is devoted to the euclidea theory,
where most results can be proved by explicit computations. In Section
8.3 we prove several formulas due to Bismut [6] involving Brownian motion
and the gradient operator on a Riemannian manifold. Driver’s integration
by parts formula in the path space is proved in Section 8.4. In Section
8.5, we use the integration by parts formula to extend the Clark-Ocone
martingale representation theorem from euclidean Brownian motion to Rie-
mannian Brownian motion. Section 8.6 contains a general discussion on
logarithmic Sobolev inequalities and hypercontractivity. In the last Sec-
tion 8.7 we prove a logarithmic Sobolev inequality for the path space over
a compact Riemannian manifold.

229
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8.1. Quasi-invariance of the Wiener measure

We will restrict ourselves to the unit time interval I = [0, 1] and denote by
Po(Rn) the space of continuous functions from I to Rn from the origin o.
The Wiener measure on Po(Rd) is denoted by P.

If an h ∈ Po(Rn) is absolutely continuous and ḣ ∈ L2(I; Rn), we define

|h|H =

√∫ 1

0
|ḣs|2ds ;

otherwise we set |h|H =∞. The (Rn-valued) Cameron-Martin space is

H = {h ∈ Po(Rn) : |h|H <∞} .

Theorem 8.1.1. Let h ∈ H, and let

ξhω = ω + h, ω ∈ Po(Rn),

be a Cameron-Martin shift on the path space. Let P be the Wiener measure
on Po(Rd). Then the shifted Wiener measure Ph = P ◦ ξ−1

h is absolutely
continuous with respect to P, and

(8.1.1)
dPh

dP
= exp

{∫ 1

0

〈
ḣs, dωs

〉
− 1

2

∫ 1

0
|ḣs|2ds

}
.

When the shifted Wiener measure Ph is equivalent to P (meaning they
are mutually absolutely continuous), we say that the Wiener measure is
quasi-invariant under the Cameron-Martin shift ξh. The above theorem is
implied by the the following more general Girsanov’s theorem

Theorem 8.1.2. Let B = {Bt, t ∈ I} be an F∗-Brownian motion on a fil-
tered probability space (Ω,F∗,P), and V an Rn-valued, F∗-adapted process
such that ∫ 1

0
|Vs|2ds ≤ C

for a fixed (nonrandom) constant C. Define a new probability measure Q by

dQ
dP

= exp
{∫ 1

0
〈Vs, dBs〉 −

1
2

∫ 1

0
|Vs|2ds

}
.

Let X = {Xt, t ∈ I} be defined by

(8.1.2) Xs = Bs −
∫ s

0
Vτdτ.

Then X is an F∗-Brownian motion on the probability space (Ω,F∗,Q).

Proof. Let e = {es, s ∈ I} be the exponential martingale

es = exp
{∫ s

0
〈Vτ , dBτ 〉 −

1
2

∫ s

0
|Vτ |2dτ

}
.
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Then
dQ
dP

∣∣∣∣
Fs

= EP
{
dQ
dP

∣∣∣∣Fs} = EP {e1|Fs} = es.

From this it is easy to check that if Yt ∈ Ft and s ≤ t, then

EQ {Yt|Fs} = e−1
s EP {Ytet|Fs} .

This means that a continuous, F∗-adapted process Y is a local martingale
under Q if and only if eY = {esYs, s ∈ I} is a local martingale under P.
Now by Itô’s formula we have des = es 〈Vs, dBs〉 . Another application of
Itô’s formula gives

d(esXs) = esdBs + esXs 〈Vs, dBs〉 .

This shows that eX = {esXs, s ∈ I} is a local martingale under P; hence by
the above remark X is a local martingale under Q. From (8.1.2) it is clear
that X has the same quadratic variations as B. Lévy’s criterion now implies
that X is a Brownian motion under Q. �

There is a similar result for the loop space

Lo(M) =
{
ω ∈ Po(Rd) : ω1 = o

}
.

Let
Ho = {h ∈ H : h(1) = 0} .

Recall that the Wiener measure Po on Lo(Rn) is the law of a Brownian
bridge at o with time length 1. We show that Po is quasi-invariant under
the Cameron-Martin shift ξh : Lo(Rn)→ Lo(Rn) for h ∈ Ho.

On the probability space (Po(Rn),B∗,P) consider the stochastic differ-
ential equation for a Brownian bridge

dXs = dWs −
Xs

1− s
ds, X0 = o,

where W is the coordinate process on W (Rd). The assignment JW = X
defines a measurable map J : Po(Rn) → Lo(Rn). The map J can also be
viewed as an Lo(Rn)-valued random variable. Suppose that h ∈ Ho. A
simple computation shows that

d {Xs + hs} = d {Ws + ks} −
Xs + hs
1− s

ds,

where

ks = hs +
∫ s

0

hτ
1− τ

dτ.

This shows that through the map J , the shift X 7→ X + h in the loop space
Lo(Rn) is equivalent to the shift W 7→W +k in the path space Po(Rn). The
following lemma shows that the latter is a Cameron-Martin shift.
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Lemma 8.1.3. Let h ∈ Ho and

ks = hs +
∫ s

0

hτ
1− τ

dτ.

Then k ∈ H and |k|H = |h|H.

Proof. We have, for any t ∈ (0, 1),∫ t

0
|k̇s|2ds =

∫ t

0
|ḣs|2ds+ 2

∫ 2

0

hs · ḣs
1− s

ds+
∫ t

0

∣∣∣∣ hs
1− s

∣∣∣∣2 ds.
Integrating by parts in the last integral, we obtain∫ t

0
|k̇s|2ds =

∫ t

0
|ḣs|2ds+

|ht|2

1− t
.

As t→ 1, the last term tends to zero because

|ht|2

1− t
=

1
1− t

∣∣∣∣∫ 1

t
ḣsds

∣∣∣∣2 ≤ ∫ 1

t
|ḣs|2ds→ 0.

This completes the proof. �

The lemma implies that k ∈ H. Define the exponential martingale

es = exp
{∫ s

0

〈
k̇τ , dWτ

〉
− 1

2

∫ s

0
|k̇τ |2dτ

}
.

Let Pk be the probability measure on Po(Rn) defined by

(8.1.3)
dPk

dP
= e1.

By the Cameron-Martin-Maruyama theorem, Pk is the law of W + k. Since
it is absolutely continuous with respect to P, the random variable J(W + k)
is well-defined, and under the probability Pk,

(8.1.4) J(W + k) = X + h.

Let Pho be the law of the shifted Brownian bridge X + h. Then for any
C ∈ B(Lo(Rn)),

Pho (C) = Po(C − h) = P(J−1C − k)

= Pk(J−1C) = P(e1;J−1C)

= Po(e1 ◦ J−1;C),

where we have used (8.1.4) and (8.1.3) in the second and the fourth steps,
respectively. Now it is clear that Pho and Po are mutually equivalent on
Lo(Rn), and

(8.1.5)
dPho
dPo

= e1 ◦ J−1.
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Finally, it is easy to verify that∫ 1

0

〈
k̇s, dWs

〉
=
∫ 1

0

〈
ḣs, dXs

〉
.

This together with Lemma 8.1.3 implies that

e1 ◦ J−1 = exp
{∫ 1

0

〈
ḣs, dXs

〉
− 1

2

∫ 1

0
|ḣs|2ds

}
.

We have proved the following result.

Theorem 8.1.4. Let h ∈ Ho and ξhγ = γ + h for γ ∈ Lo(Rn). Let Po
be the Wiener measure on the loop space Lo(Rn). Then the shifted Wiener
measure Pho = Po ◦ (ξh)−1 on the loop space Lo(Rn) is absolutely continuous
with respect to Po, and

dPho
dPo

= exp
{∫ 1

0

〈
ḣs, dXs

〉
− 1

2

∫ 1

0
|ḣs|2ds

}
.

The converse of Theorem 8.1.1 also holds.

Theorem 8.1.5. Let h ∈ Po(Rn), and let

ξhω = ω + h, ω ∈ Po(Rn)

be the shift on the path space by h. Let P be the Wiener measure on Po(Rd).
If the shifted Wiener measure Ph = P ◦ (ξh)−1 is absolutely continuous with
respect to P, then h ∈ H.

Proof. We show that if h 6∈ H, then the measures P and Ph are mutually
singluar, i.e., there is a set A such that PA = 1 and PhA = 0. Let

〈f, g〉H =
∫ 1

0
ḟsdgs,

whenever the integral is well defined. If f ∈ H such that ḟ is a step function
on [0, 1]:

ḟ =
l−1∑
i=0

fiI[si,si+1),

where fi ∈ Rn and 0 = s0 < s1 < · · · < sl = 1, then

〈f, h〉H =
l−1∑
i=0

fi
(
hsi+1 − hsi

)
is well defined. It is an easy exercise to show that if there is a constant C
such that

〈f, h〉H ≤ C|f |H
for all step functions ḟ , then h is absolutely continuous and ḣ is square-
integrable, namely, h ∈ H.
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Suppose that h 6∈ H. Then there is a sequence {fl} such that

|fl|H = 1 and 〈h, fl〉H ≥ 2l.

Let W be the coordinate process on Po(Rd). Then it is a Brownian motion
under P and the stochastic integral

〈fl,W 〉H =
∫ 1

0

〈
ḟl,s, dWs

〉
is well defined. Let

Al = {〈fl,W 〉H ≤ l}
and A = lim supl→∞Al. Since |fl|H = 1, the random variable 〈fl,W 〉H is
standard Gaussian under P; hence

PAl ≥ 1− e−l2/2.

This shows that PA = 1. On the other hand,

PhAl = P {〈fl,W + h〉H ≤ l} ≤ P {〈fl,W 〉H ≤ −l} .

Hence PhAl ≤ e−l
2/2 and PhA = 0. Therefore P and Ph are mutually

singular. �

8.2. Flat path space

Before we study the general path space Po(M) over a Riemannian manifold,
it is helpful to have a complete understanding of the flat path space Po(Rn).
We first introduce the basic directional derivative operator Dh along a di-
rection h ∈ H and the gradient operator D on the flat path space Po(Rn).
They are first defined on the set of cylinder functions and then extended to
closed operators on appropriate Lp-spaces. The extensions are accomplished
by establishing integration by parts formulas for these operators. Along the
way we will see that a natural set of directions h along which the Dh are
well-defined as closed operators is the Cameron-Martin space H. Thus at
this preliminary stage, we can roughly regard H as the natural tangent space
of the infinite-dimensional manifold Po(Rn). A parallel theory can be de-
veloped for the loop space Lo(Rn). It should be pointed out that, from the
point of view of Gaussian measures, owing to the linear structure of the base
space Rn, there are no differences between the flat path and loop spaces.

By analogy with finite dimensional space, each element h ∈ Po(Rn)
represents a direction along which one can differentiate a nice function F on
Po(Rn). Naturally the directional derivative of F along h should be defined
by the formula

(8.2.1) DhF (ω) = lim
t→0

F (ω + th)− F (ω)
t
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if the limit exists in some sense. The preliminary class of functions on
Po(Rn) for which the above definition of DhF makes immediate sense is
that of cylinder functions.

Definition 8.2.1. Let X be a Banach space. A function F : Po(Rn) → X
is called an X-valued cylinder function if it has the form

(8.2.2) F (ω) = f(ωs1 , · · · , ωsl
),

where 0 < s1 < · · · < sl ≤ 1 and f is an X-valued smooth function on
(Rn)l such that all its derivatives have at most polynomial growth. The set
of X-valued cylinder functions is denoted by C(X). We denote C(R1) simply
by C.

Let P be the Wiener measure on Po(Rn) and Lp(P) = Lp(Po(Rn),B,P)
be the Banach space of R-valued Lp-integrable functions on Po(Rn). For
a Banach space X, denote by Lp(P;X) the space of X-valued functions F
such that |F |X ∈ Lp(P). Then Lp(P;X) is a Banach space with the norm

‖F‖p =

{∫
Po(Rn)

|F |pXdP

}1/p

.

It is easy to verify that the set C(X) is dense in Lp(P;X) for all p ∈ [1,∞).
Typically X = R1, Rn, or H.

If F ∈ C is given by (8.2.2), then it is clear that the limit (8.2.1) exists
everywhere and

(8.2.3) DhF =
l∑

i=1

〈
∇iF, hsi

〉
Rn ,

where
∇iF (ω) = ∇if(ωs1 , · · · , ωsl

).

Here ∇if denotes the gradient of f with respect to the ith variable.
From functional analysis we know that the directional derivative opera-

torDh is useful only if it is closable in some Lp(P). The directional derivative
Dh operator is closable if it has an integration by parts formula. We will see
later that this requirement forces us to restrict ourselves to the directions
h ∈ H, the Cameron-Martin space H, because only for these directions does
Dh have an integration by parts formula. The fact that the restriction h ∈ H
is appropriate can also be seen from the preliminary definition (8.2.1) of Dh.
The limit there should be understood at least in measure with respect to P.
Since in general F is only defined P-a.e., the function ω 7→ F (ω + th) is not
well defined unless the shifted measure Pth (the law of ω + th) is absolutely
continuous with respect to P. This means that h ∈ H by Theorem 8.1.5.
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It is natural to define the gradient DF of a function F ∈ C to be an
H-valued function on Po(Rn) such that

〈DF, h〉H = DhF.

By a simple calculation we verify that

(8.2.4) (DF )s =
l∑

i=1

min(s, si)∇iF

and

|DF |2H =
l∑

i=1

(si − si−1)
∣∣∣∣ l∑
j=i

∇jF
∣∣∣∣2.

We can now proceed as follows. First we define Dh on the set C of cylin-
der functions by (8.2.3). We then exhibit an integration by parts formula
for Dh defined this way. This will gives us a formal adjoint D∗

h on the set
of cylinder functions. Using a standard argument from functional analysis,
we show that Dh is closable in Lp(P) for all p > 1 and C is a core. The clos-
ability of the gradient operator D follows immediately. The same procedure
will be followed later when we discuss Dh and D on the path space over a
Riemannian manifold.

There are two methods for the integration by parts formula. The first
method uses the quasi-invariance of the Wiener measure (Cameron-Martin-
Maruyama Theorem 8.1.1). The second method is to show the formula
for cylinder functions with one time point dependence F (ω) = f(ωs), and
then to apply induction on the number of time points. We will use the first
method for the flat path space in this section and the second method when
we discuss general path spaces in Section 8.4.

In the following we will use the notation

(F,G) =
∫
Po(Rn)

FGdP.

Theorem 8.2.2. Let F,G ∈ C and h ∈ H. Then

(8.2.5) (DhF,G) = (F,D∗
hG),

where

D∗
h = −Dh +

∫ 1

0
〈ḣs, dWs〉.

Proof. Let ξthω = ω + th be the flow generated by the vector field Dh on
the path space Po(Rn) and Pth = P◦ ξ−1

th the shifted measure. Then Pth and
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P are mutually absolutely continuous (Theorem 8.1.1). We have∫
Po(Rn)

(F ◦ ξth)GdP =
∫
Po(Rn)

(G ◦ ξ−th)F dPth

=
∫
Po(Rn)

(G ◦ ξ−th)F
dPth

dP
dP.

We differentiate with respect to t and set t = 0. Using the formula for
the Radon-Nikodým derivative (8.1.1) in the Cameron-Martin-Maruyama
Theorem 8.1.1, we have at t = 0

d

dt

{
dPth

dP

}
=
∫ 1

0
〈ḣs, dWs〉.

The formula follows immediately. �

Since Dh is a derivation, we have

D∗
hG = −DhG+ (D∗

h1)G.

Thus the above theorem says that

D∗
h1 =

∫ 1

0

〈
ḣs, dWs

〉
.

To understand the integration by parts formula better, let’s look at
its finite dimensional analog and find out the proper replacement for the
stochastic integral in D∗

h. Let h ∈ RN and consider the differential operator

Dh =
N∑
i=1

hi
d

dxi
.

Let µ be the Gaussian measure on RN , i.e.,

dµ

dx
=
(

1
2π

)N/2
e−|x|

2/2.

[dx is the Lebesgue measure.] For smooth functions F,G on RN with com-
pact support, we have by the usual integration by parts for the Lebesgue
measure,

(8.2.6) (DhF,G) = (F,D∗
hG),

where D∗
h = −Dh + 〈h, x〉 at x ∈ RN .

An integration by parts formula for the gradient operator D can be
obtained as follows. Fix an orthonormal basis

{
hj
}

for H. Denote by C0(H)
the set of H-valued functions G of the form G =

∑
j Gjh

j , where each Gj is
in C and almost all of them are equal to zero. It is easy to check that C0(H)
is dense in Lp(P; H) for all p ∈ [1,∞).
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Since DF =
∑

j(DhjF )hj in L2(P; H), we have

(DF,G) =
∑
j

(DhjF,Gj) =
∑
j

(F,D∗
hjGj).

By the assumption that G ∈ Co(H), the sums are finite. Let

D∗G =
∑
j

D∗
hjGj = −

∑
j

DhjGj +
∑
j

Gj

∫ 1

0

〈
ḣjs, dWs

〉
.

We rewrite this formula in a more compact form. If

J =
∑
j,k

Jjkh
j ⊗ hk

is in H⊗H, we naturally define

Trace J =
∑
j

Jjj .

For G =
∑

kGkh
j ∈ C0(H) we define its gradient to be

DG =
∑
j,k

(DhjGk)hj ⊗ hk.

Then it is clear that
TraceDG =

∑
j

DhjGj .

For G =
∑

j Gjh
j we define∫ 1

0

〈
Ġs, dWs

〉
=
∑
j

Gj

∫ 1

0

〈
ḣjs, dWs

〉
.

Note that in general Ġs is not B∗-adapted and the above integral is inter-
preted as the term-by-term integration with respect to a specific basis for
H, but it is independent of the choice of the basis. Using the notations
introduced above, we can write

(8.2.7) D∗G = −TraceDG+
∫ 1

0

〈
Ġs, dWs

〉
.

We have proved the following integration by parts formula for the gradient
operator D.

Theorem 8.2.3. Let F ∈ C and G ∈ C0(H). Then

(DF,G) = (F,D∗G),

where D∗G is given by (8.2.7).

Proof. See above. �
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One use of the integration by parts formula is to show that both Dh and
D are closable. The argument is standard in functional analysis. Let’s first
review some basic facts.

Definition 8.2.4. Let B1, B2 be Banach spaces and A : Dom(A) → B2 a
densely defined linear operator. The graph of A is

G(A) = {(x,Ax) ∈ B1 ×B2 : x ∈ Dom(A)} .

A is closed if G(A) is closed. A is closable if the closure G(A) is the graph
of a linear operator A, which is called the closure of A. If A is closed, any
set C ⊆ Dom(A) such that G(A|C) = G(A) is called a core of A. Here A|C
is the restriction of A to C.

Definition 8.2.5. Let A : Dom(A) → B2 be a densely defined linear oper-
ator from B1 to B2. Let Dom(A∗) be the set of elements y∗ ∈ B∗

2 such that
there exists a constant C with the property that

|y∗(Ax)| ≤ C|x|B1

for all x ∈ Dom(A). For each element y∗ ∈ Dom(A∗) there is a unique
element A∗y∗ ∈ B∗

1 such that

A∗y∗(x) = y∗(Ax)

for all x ∈ Dom(A). The linear operator A∗ : Dom(A∗) → B∗
1 is called the

dual operator of A. When B1 = B2 = H, a Hilbert space, the linear operator
A∗ on H is called the adjoint of A. In this case we say that A is symmetric
if A ⊆ A∗ (i.e., Dom(A) ⊆ Dom(A∗), and A∗|Dom(A) = A), and selfadjoint
if A = A∗.

The next lemma contains a basic criterion for closability.

Lemma 8.2.6. A : Dom(A) → B2 is closable if and only if it has the
following property: If xn → 0 in B1 and Axn converges in B2, then Axn → 0.

Proof. Exercise. �

We now use the integration by parts formula to show that Dh is closable
on Lp(P) for any p > 1. Recall that by definition C ⊆ Lp(P) for all p ∈ [1,∞).

Theorem 8.2.7. Let h ∈ H and p ∈ (1,∞). Then Dh : C → Lp(P) is
closable. Furthermore, C ⊆ Dom(D∗

h) and, for G ∈ C,

D∗
hG = −DhG+ (D∗

h1)G,

where

D∗
h1 =

∫ 1

0

〈
ḣs, dWs

〉
.
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Proof. By Lemma 8.2.6, for the closability of Dh it is enough to show that
if {Fn} ⊂ C such that Fn → 0 and DhFn → K in Lp(P), then K = 0. The
fact that C is a core of the closure of Dh is clear.

Recall Doob’s inequality: for any r > 1,

(8.2.8) E
∣∣∣∣∫ 1

0

〈
ḣs, dWs

〉∣∣∣∣r ≤ C(r)|h|rH

for some constant C(r) depending on r. Let q = p/(p−1) be the index dual
to p. Suppose that G is a real-valued cylinder function on Po(Rn). Then
DhG ∈ Lq(P). By (8.2.8) and Hölder’s inequality we have (D∗

h1)G ∈ Lq(P);
hence D∗

hG ∈ Lq(P). We have the integraion by parts formula (DhFn, G) =
(Fn, D∗

hG). Letting n → ∞, we see that (K,G) = 0 for all G ∈ C. Since C
is dense in Lq(P) = Lp(P)∗, we have immediately K = 0.

If G ∈ C, then by Hölder’s inequality we have

(DhF,G) = (F,D∗
hG) ≤ ‖D∗

hG‖Lq‖F‖Lp

for all F ∈ C. Hence G ∈ Dom(D∗
h) by definition. This shows that C ⊆

Dom(D∗
h) and D∗

hG is given by the indicated formula. �

Similarly we have the following integration by parts formula for the
gradient operator D.

Theorem 8.2.8. Let 1 < p < ∞. Then the gradient operator D : C →
Lp(P; H) is closable. We have C0(H) ⊆ Dom(D∗) and

D∗G = −TraceDG+
∫ 1

0

〈
Ġs, dWs

〉
.

Proof. Use Theorem 8.2.3 and the same argument as in the proof of the
preceding theorem. Note that the assumptionG ∈ C0(H) implies thatD∗G ∈
Lq(P) for all q ∈ (1,∞). �

We have shown that the gradient operator D : Dom(D)→ L2(P; H) is a
closed operator and the set of cylinder functions C is a core. Let Dom(E) =
Dom(D) and define the positive symmetric quadratic form

E : Dom(E)×Dom(E)→ R

by
E(F, F ) = (DF,DF )L2(P;H) = E|DF |2H.

Then (E , D(E)) is a closed quadratic form, i.e., Dom(E) is complete with
respect to the inner product

E1(F, F ) = E(F, F ) + (F, F ).
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By the general theory of closed symmetric forms (Fukushima[29], 17-19),
there exists a non-positive self-adjoint operator L such that Dom(E) =
Dom(

√
−L) and

(8.2.9) E(F, F ) = (
√
−LF,

√
−LF ).

L is called the Ornstein-Uhlenbeck operator on the path space Po(Rn).

Proposition 8.2.9. L = −D∗D and C ⊆ Dom(L). If F ∈ C is given by
F (ω) = f(ωs1 , · · · , ωsl

), then

(8.2.10) LF = min {si, sj}∇iek
∇jek

F (ω)−
〈
Wsi ,∇iF

〉
Rn .

[Summation over repeated indices!] Here ∇iek
F denotes the derivative along

the kth coordinate unit vector ek ∈ Rn with respect to ith variable of F .

Proof. Assume that F ∈ Dom (D∗D) and G ∈ Dom
(√
−L
)
. Then they

are both in Dom(D), and we have(√
−LF,

√
−LG

)
= E (F,G) = (DF,DG) = (D∗DF,G) .

Hence
√
−LF ∈ Dom

(√
−L
)

and −LF = D∗DF , that is, −D∗D ⊆ L.

If F ∈ Dom(L), then F ∈ Dom
(√
−L
)

= Dom(D). For any G ∈
Dom(D), we have

(DF,DG) = E(F,G) =
(√
−LF,

√
−LG

)
= (−LF,G) .

Thus DF ∈ Dom (D∗) and D∗DF = −LF . Therefore L ⊆ −D∗D. It
follows that L = −D∗D.

Now we prove the formula for L on cylinder functions. Suppose that
F,G ∈ C and they depend only on the time points s1, . . . , sl. By definition

(DF )s =
∑
i

min {s, si}∇iF

and

(DF,DG)L2(P;H) =
∫ 1

0
(DsF,DsG)L2(P;Rn) ds,

where DsF = d(DF )s/ds. Hence

(DF,DG) = min {si, sj} (∇iF,∇jG)

= min {si, sj} (∇iek
F,∇jek

G)

=
∑
i

(∇iek
F,DlikG),

where lik ∈ H is given by

li(s) = min {si, s} ek.
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Note that both ∇iek
F and ∇jekG are in C. Integrating by parts in the the

last expression, we obtain

(DF,DG) =
(
D∗
lik
∇iek

F,G
)
.

This implies, formally,

LF = −D∗
lik
∇iek

F = Dlik∇
i
ek
F −

(∫ 1

0

〈
l̇ik, dWs

〉
,∇iek

F

)
.

Using ∫ 1

0

〈
l̇ik, dWs

〉
= 〈Wsi , ek〉

in the second term on the right side, we can write

LF = min {si, sj}∇iek
∇jek

F −
〈
Wsi ,∇iF

〉
Rn .

The right side is clearly in L2(P), and we have just shown that, with LF
given as above, (DF,DG) = (−LF,G) for all G ∈ C. It follows that DF ∈
Dom(D∗), F ∈ Dom(L), and LF is given by (8.2.10). �

From now on, we fix an orthonormal basis hi, i = 0, 1, . . . , for H such
that each hi ∈ C1([0, 1],Rn). For example, in the case n = 1 we may take

h0
s = s, his =

√
2
iπ

(1− cos iπs), i ≥ 1.

For an h ∈ H we use the notation

〈h,W 〉H =
∫ 1

0

〈
ḣs, dWs

〉
Rn
.

The following result will be useful later.

Proposition 8.2.10. Let F : Po(Rn)→ R have the form

(8.2.11) F = f(〈h0,W 〉H, . . . , 〈hl,W 〉H),

where f : Rl+1 → R is a Schwartz test function. Then F ∈ Dom(L). The
set of such functions forms a core for both D and L, and

DF =
l∑

i=0

Fxi(W )hi,

LF =
l∑

i=0

{
Fxixi(W )−

〈
hi,W

〉
H
Fxi

}
,

where
Fxi(W ) = fxi(〈h0,W 〉H, . . . , 〈hl,W 〉H)

and
Fxixi(W ) = fxixi(〈h0,W 〉H, . . . , 〈hl,W 〉H).



8.2. Flat path space 243

Proof. Replacing each 〈h,W 〉H in (8.2.11) by the Riemann sum

N∑
j=1

ḣ(j−1)/N (Wj/N −W(j−1)/N ),

the resulting function FN is a cylinder function. The formulas for DF and
LF can be obtained by taking the limits in the explicit formulas of DFN
and LFN as N →∞. �

We now describe the spectrum of L. This means finding a set of eigen-
functions of L which span the whole L2(Po(Rd),B,P). Let us first consider
the case of the Gaussian measure µ on R1. Let

D =
d

dx
, D∗ = − d

dx
+ x.

Then D∗ is the formal adjoint of D with respect to the standard Gaussian
measure µ. Hence,

L = −D∗D =
d2

dx2
− x d

dx
.

For the time being we may assume that L is defined on the space of Schwartz
test functions, i.e., the set of smooth functions on R1 whose derivatives of
all orders have at most polynomial growth. Let HN be the Nth Hermite
polynomial:

HN (x) =
(−1)N√
N !

ex
2/2 d

N

dxN
e−x

2/2.

Then the following identities hold:

(8.2.12) H ′
N =

√
NHN−1, H ′′

N − xH ′
N +NHN = 0.

The following result is well known.

Proposition 8.2.11. {HN , N ∈ Z+} is the orthonormal basis for L2(R, µ)
obtained from

{
xN
}

by the Gram-Schmidt procedure, and LHN = −NHN .
The operator L defined on the space of Schwartz test functions is essentially
self-adjoint. Denote its unique self-adjoint extension still by L. Then

Dom(L) =

{
f ∈ L2(µ; R1) :

∞∑
N=0

N2 〈f,HN 〉2 <∞

}
.

Hence the spectrum of −L is

Spec(−L) = {0, 1, 2, . . .} .

Proof. See Courant and Hilbert [13], Chapter II. �
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Returning to the path space, for simplicity we will assume in the fol-
lowing that the base space has dimension d = 1. Let µ̃ be the standard
Gaussian measure on the product space RZ+ . Then Tω =

{〈
hi, ω

〉
H

}
de-

fines a measure-preserving map

T : (Po(R),P)→ (RZ+ , P̃)

between the two measure spaces. With Proposition 8.2.11 in mind, the
following construction is in order. Let I denote the set of indices I = {ni}
such that ni ∈ Z+ and almost all of them are equal to zero. Denote |I| =
n1 + n2 + · · · . For I ∈ I define

HI =
∏
i

Hni(
〈
hi,W

〉
H
).

Each HI is a function on the path space Po(Rn). The fact that the Her-
mite polynomials {HN , N ∈ Z+} form an orthonormal basis for L2(R, µ)
(Proposition 8.2.11) implies immediately that {HI , I ∈ I} is an orthonor-
mal basis for L2(Po(R),P). Moreover, from Proposition 8.2.10 and (8.2.12)
we have HI ∈ Dom(L) and LHI = −|I|HI . Thus the eigenspace of L for the
eigenvalue N is

CN = the linear span of {HI : |I| = N} ,

and
L2(Po(R),P) = C0 ⊕ C1 ⊕ C2 ⊕ · · · .

This is the Wiener chaos decomposition. The following theorem completely
describes the spectrum of the Ornstein-Uhlenbeck operator L on the flat
path space.

Theorem 8.2.12. We have

Spec(−L) = Z+,

and CN is the eigenspace for the eigenvalue N . Let PN : L2(Po(R),P)→ CN
be the orthogonal projection to CN . Then

Dom(L) =

{
F ∈ L2(Po(R),P) :

∞∑
N=0

N2‖PNF‖2 <∞

}
and

LF = −
∞∑
N=0

NPNF.

Note that all eigenspaces are infinite dimensional except for C0 = R.

Proof. The key point here is that Dom(L) is exactly as given in the state-
ment of the theorem. This is the result of three facts: (1) L is already known
to be self-adjoint (hence closed) because it comes from a closed quadratic
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form; (2) {HI , I ∈ I} is a basis for L2(Po(R),P); and (3) each HI ∈ Dom(L).
We leave the details as an exercise. �

Remark 8.2.13. In Theorem 8.2.9 we have found an explicit formula for
LF when F is in the space C of cylinder functions. It can be shown that
L|C is essentially self-adjoint.

For a self-adjoint operator A on an L2-space with nonnegative spectrum
such that 0 is an eigenvalue whose eigenspace consists of constant functions,
the spectral gap of A is defined by

(8.2.13) SG(A) = inf {Spec(−L)\ {0}} .

The above theorem shows that for the Ornstein-Uhlenbeck operator on the
flat path space we have SG(−L) = 1. For a general path space, although
we do not have an explicit description of the spectrum of the generalized
Ornstein-Uhlenbeck operator, we will show that it has a positive spectral
gap which can be bounded from below in terms of the Ricci curvature of the
base manifold; see Theorem 8.7.3.

Let Pt = etL/2 in the sense of spectral theory. The Ornstein-Uhlenbeck
semigroup {Pt} is the strongly continuous L2-semigroup generated by the
Ornstein-Uhlenbeck operator L. Clearly PtF = e−Nt/2F for F ∈ CN . From
the definition it is clear that each Pt is a conservative L2-contraction, i.e.,
Pt1 = 1 and ‖PtF‖2 ≤ ‖F‖2.

Proposition 8.2.14. The Ornstein-Unlenbeck semigroup {Pt} is positive,
i.e., PtF ≥ 0 if F ≥ 0.

Proof. The closed quadratic form

E(F, F ) = (DF,DF ), F ∈ Dom(D)

comes from the gradient operator D; hence it is a Dirichlet form and L =
−D∗D is the self-adjoint operator associated with E . The positivity of the
semigroup Pt = etL/2 follows from the general theory of Dirichlet forms, see
Fukushima[29], 22-24. �

Using the positivity of Pt, we show that it can be extended to a contrac-
tive semigroup on Lp(P) for all p ∈ [1,∞].

Proposition 8.2.15. For each p ∈ [1,∞], the Ornstein-Uhlenbeck semi-
group {Pt} is a positive, conservative, and contractive Lp-semigroup.

Proof. Let φ be a nonnegative convex function on R with continuous de-
rivative. Then

φ′(a)(b− a) + φ(a) ≤ φ(b).
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Let 1 < p < ∞ and F ∈ Lp(P) ∩ L2(P). Put b = F in the above inequality
and apply Pt to both sides. By the positivity and Pt1 = 1 we have

φ(a) + φ′(a)(PtF − a) ≤ Ptφ(F ).

For each fixed a this inequality holds for P-almost all ω. By Fubini’s theorem,
for P-almost all ω, it holds for almost all a (with respect to the Lebesgue
measure, say), hence for all a by continuity. Now we can let a = PtF and
obtain Ptφ(F ) ≥ φ(PtF ), P-almost surely. Choosing φ(s) = |s|p, we have
|PtF |p ≤ Pt|F |p. Therefore

‖PtF‖pp = (|PtF |p, 1) ≤ (Pt|F |p, 1) = (|F |p,Pt1) = ‖F‖p.

Since Lp(P) ∩ L2(P) is dense in Lp(P), we see that Pt can be extended
uniquely to a positive, conservative, and contractive Lp-semigroup. The
case p = 1 or ∞ can be handled similarly and more simply. �

8.3. Gradient formulas

In preparation for the integration by parts formula in the next section, we
will prove several formulas involving at the same time the gradient operator
∇ and Brownian motion. One of them (Theorem 8.3.3) will serve as the
starting point for proving an integration by parts formula in the path space.
We start with a review of a formula of this type we have already discussed
in Section 7.2. Let M be a compact Riemannian manifold and

Psf(x) =
∫
M
pM (s, x, y)f(y)dy

be the heat semigroup onM . LetX be the coordinate process on Po(M) and
Px the law of Brownian motion on M starting from x. Fix an orthonormal
frame at x and let U be the horizontal lift of X to the orthonormal frame
bundle O(M) starting from this frame. We denote the anti-development of
U by W . Define a multiplicative functional M by

(8.3.1)
dMs

ds
+

1
2
Ms RicUs = 0, M0 = I.

Here Ricu : Rn → Rn is the Ricci curvature transform at u ∈ O(M).

Theorem 8.3.1. For f ∈ C∞(M) we have

∇PT f(x) = Ex
{
MTU

−1
T ∇f(XT )

}
.

Proof. This is a special case of Theorem 7.2.1 applied to the 1-form
θ(t, x) = ∇Ptf(x), which is a solution of the heat equation for the Hodge-de
Rham Laplacian �M . See also Theorem 7.2.4. �
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This result tells us how to pass the gradient operator ∇ through the
heat semigroup. The next result we will discuss shows how to remove the
gradient ∇ under the expectation from the function. It is a special case of
the integration by parts formula in the path space Po(M).

Let f be a smooth function on M and

Φ (s, u) = Psf(πu)

the lift of Psf to O(M). Then J satisfies the following heat equation:

(8.3.2)
∂

∂s
Φ (T − s, u) +

1
2
∆O(M)Φ (T − s, u) = 0.

Applying Itô’s formula to Φ (T − s, Us) and using the heat equation (8.3.2),
we have

(8.3.3) d {Φ (T − s, Us)} =
〈
∇HΦ (T − s, Us), dWs

〉
,

which shows that the process {Φ (T − s, Us), 0 ≤ s ≤ T} is a martingale.

Lemma 8.3.2. The process
{
Ms∇HΦ (T − s, Us), 0 ≤ s ≤ T

}
is a martin-

gale.

Proof. ∇HJ(T−s, u) is the scalarization of d(PT−sf) = PT−s(df), where on
the right side Pt = et�M/2 is the semigroup generated by the Hodge-de Rham
Laplacian �M ; hence it satisfies the heat equation for this Laplacian. By the
Weitzenböck formula �M = ∆M−Ric (applied to 1-forms, see Corollary
7.1.4),

d

ds
∇HΦ (T − s, u) +

1
2
{
∆O(M) − Ric

}
∇HΦ (T − s, u) = 0.

Now, using the above relation and the definition 8.3.1 of Ms, we find that

d
{
Ms∇HΦ (T − s, Us)

}
= 〈Ms∇H∇HΦ (T − s, Us), dWs〉.

This proves the lemma. �

Theorem 8.3.3. Suppose that X is a Brownian motion on M , U a hori-
zontal lift of X, and W the corresponding anti-development of X. Let {hs}
be an adapted process with sample paths in H such that E|h|2H < ∞. Then
for f ∈ C∞(M) we have

E 〈∇f(XT ), UThT 〉 = E
{
f(XT )

∫ T

0

〈
ḣs +

1
2
RicUshs, dWs

〉}
.

Proof. Let Ns = Ms∇HΦ (T − s, Us). According to Lemma 8.3.2 N is a
martingale. From (8.3.3) we have

(8.3.4) f(XT )− Ef(XT ) =
∫ T

0

〈
∇HΦ (T − s, Us), dWs

〉
.
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This is a special case of the martingale representation theorem, see Section
8.5. Suppose that {gs} is an Rn-valued, adapted process with sample paths
in H such that E|g|2H <∞. We have the following sequence of equalities:

E
[
f(XT )

∫ T

0

〈
M †
s ġs, dWs

〉]
= E

[
{f(XT )− Ef(XT )}

∫ T

0

〈
M †
s ġs, dWs

〉]
= E

[∫ T

0

〈
∇HΦ (T − s, Us), dWs

〉 ∫ T

0

〈
M †
s ġs, dWs

〉]
= E

∫ T

0

〈
∇HΦ (T − s, Us),M †

s ġs

〉
ds

= E
∫ T

0

〈
Ms∇HΦ (T − s, Us), ġs

〉
ds

= E
∫ T

0
〈Ns, ġs〉 ds

= E
〈
MT∇HΦ (0, UT ), gT

〉
+ E

∫ T

0
〈gs, dNs〉 ,

where M †
s denotes the transpose of Ms. Here in the last step we have

integrated by parts. The last term vanishes because N is a martingale;
hence we obtain

(8.3.5) E
{
f(XT )

∫ T

0

〈
M †
s ġs, dWs

〉}
= E

〈
∇HΦ (0, UT ),M †

T gT

〉
.

To convert this equality in the form in the theorem, we let hs = M †
sgs. It

satisfies the equation

M †
s ġs = ḣs +

1
2
RicUshs.

On the other hand, ∇HΦ (0, u) = u−1∇f(πu). Hence the right side of (8.3.5)
becomes E 〈∇f(XT ), UThT 〉. The proof is completed. �

Combining Theorems 8.3.1 and 8.3.3 gives the celebrated Bismut’s cel-
ebrated formula for ∇pM (T, x, y).

Theorem 8.3.4. (Bismut’s formula) Let M be a compact Riemannian man-
ifold and x, y ∈M . Let Px,y;T be the law of a Brownian bridge on M from x
to y with time length T . Let X be the coordinate process on the path space
Po(M), U a horizontal lift of X, and W the corresponding anti-development
of U . Define an M(n, n)-valued process {Ms} by

dMs

ds
+

1
2
MsRicUs = 0, M0 = I.
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Then

(8.3.6) ∇x ln pM (T, x, y) =
1
T

Ex,y;T
∫ T

0
Ms dWs.

Proof. Fix an element e ∈ Rn and let hs = (s/T )M †
s e. The factor s/T is

chosen so that h0 = 0 and hT = M †
T e. We first use Theorem 8.3.1 to pass

the gradient through the heat kernel:

〈∇PT f(x), e〉 = Ex
〈
MTU

−1
T ∇f(XT ), e

〉
= Ex

〈
U−1
T ∇f(XT ), hT

〉
.

Because UT is orthogonal, this is equivalent to

〈∇PT f(x), e〉 = Ex 〈∇f(XT ), UThT 〉 .

Next we apply Theorem 8.3.3 to remove the gradient from the function.
From the definition of Ms we have

ḣs +
1
2
RicUshs =

M †
s e

T
.

Therefore Theorem 8.3.3 gives

〈∇PT f(x), e〉 =
1
T

Ex
{
f(XT )

∫ T

0

〈
M †
s e, dWs

〉}
,

or equivalently

∇PT f(x) =
1
T

Ex
{
f(XT )

∫ T

0
Ms dWs

}
.

This equality can be rewritten as∫
M
∇xpM (T, x, y)f(y)dy

=
∫
M

[
1
T

Ex,y;T
∫ T

0
Ms dWs

]
pM (T, x, y)f(y)dy.

This gives the desired formula (8.3.6) for almost all y. In this formula, the
left side is obviously continuous. In order to show that the formula holds
for all y, it is sufficient to verify that the right side is continuous in y.

For any t < T , we have

Ex,y;T
∫ t

0
Ms dWs =

Ex
[
pM (T − t,Xt, y)

∫ t

0
Ms dWs

]
pM (T, x, y)

,

which is obviously continuous in y. On the other hand, from (5.4.7) we have∣∣∣∣Ex,y;T ∫ T

t
Ms dWs

∣∣∣∣ ≤ const. Ex,y;T
∫ T

t
|∇pM (T − s,Xs, y)| ds.
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Using the bound of the gradient of the logarithmic heat kernel

|∇ ln pM (T − s,Xt, y)| ≤ const.
[
d(Xs, y)
T − s

+
1√
T − s

]
in Theorem 5.5.3 and the inequality

Ex,y;T d(Xs, y) ≤ const.
√
T − s

in Lemma (5.4.2), we see that∣∣∣∣Ex,y;T ∫ t

0
Ms dWs

∣∣∣∣ ≤ const.
√
T − t.

It follows that

Ex,y;T
∫ t

0
Ms dWs → Ex,y;T

∫ T

0
Ms dWs

uniformly in y ∈ M as t ↑ T , and the right side is a continuous function of
y. �

There is also a more direct proof of this formula. By Lemma 8.3.2{
MsU

−1
s ∇pM (T − s,Xs, y), 0 ≤ s ≤ T

}
is a martingale under Px. This im-

plies that
{
MsU

−1
s ∇ ln pM (T − s,Xs, y), 0 ≤ s ≤ T

}
is a martingale under

Px,;T . There is some checking to do at s = T , where we define the value of
the martingale as the limit from the left; see the end the above proof. Hence
for any 0 ≤ s < T

∇ ln pM (T, x, y) = Ex,y;T
{
MsU

−1
s ∇pM (T − s,Xs, y)

}
.

Integrating from 0 to T , we have

T∇ ln pM (T, x, y) = Ex,y;T
∫ T

0

{
MsU

−1
s ∇pM (T − s,Xs, y)

}
ds.

This is equivalent to (8.3.6) because from (5.4.7), the anti-development W
of the Brownian bridge X is

Ws = bs +
∫ s

0
U−1
τ ∇ ln pM (T − τ,Xτ , y) dτ,

where b is a euclidean Brownian motion under Px,y;T .

8.4. Integration by parts in path space

In this section M is a compact Riemannian manifold. We denote a general
element of the path space Po(M) by γ, while reserving the letter ω for a gen-
eral element in the flat path space Po(Rn). The coordinate process of Po(M)
is denoted by X. In the filtered probability space (Po(M),B(Po(M))∗,P),
where P is the Wiener measure, X is a Brownian motion on M starting
from o. Let U be the horizontal lift of X to the orthonormal frame bundle
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O(M) starting from a fixed orthonormal frame at o andW the corresponding
anti-development of X.

Following the euclidean theory in Sections 8.1 and 8.2, we study the
gradient and Ornstein-Uhlenbeck operators on the path space Po(M). The
first thing we need to do is to find a proper definition of the directional
derivative operator Dh for an h ∈ H. A vector at a point (path) γ ∈ Po(M)
is a vector field along the path γ in the ordinary differential geometric sense.
Likewise a vector field V on Po(M) is an assignment of a vector field V (γ)
for each γ ∈ Po(M). As with the flat path space (see Section 8.2), we need
to restrict the type of vector fields which are allowed to enter our discus-
sion. In differential geometry, we require that vector fields possess a certain
smoothness according to the nature of the problems under consideration. In
the present setting, we introduce a special class of vector fields on Po(M),
the Cameron-Martin vector fields. Although the Cameron-Martin vector
fields do not form the most general class of vector fields we can work with,
they are adequate for most applications we have in mind.

The discussion of the flat path space in Section 8.2 should serve as
a guide for the definition of the directional derivative operator Dh on a
general path space we will give here. On the flat manifold Rn, a vector at
a point defines a vector field on the whole manifold by parallel translation.
On a general manifold, parallel transport is path dependent. Suppose that
γ ∈ Po(M) is a smooth path and U(γ) its horizontal lift starting from an
orthonormal frame at o. With ToM identified with Rn via this frame, U(γ)
also serves as the parallel transport along the path γ. Let V be a vector field
along γ. Then hs = U(γ)−1

s Vs defines a continuous function h : [0, 1]→ Rn.
Conversely, each such function h determines a vector field V along a smooth
path γ by Vs = U(γ)shs or simply V = U(γ)h. Since h is Rn-valued, it is
more convenient to work with h than with V . In the setting of the path space
(Po(M),B∗,Po), the stochastic parallel transport U(γ) along a Brownian
path γ is well defined amost surely, and Dh(γ) = U(γ)h is a vector field on
Po(M), P-almost surely defined. The vector fields {Dh, h ∈ H} form the set
of basic directional derivative operators we will work with. Sometimes it
may be necessary to allow h to be dependent on the path γ. In this case, we
usually assume h is an Rn-valued, adapted process on (Po(M),B∗,P) with
sample paths in H such that E|h|2H <∞.

By analogy with the flat case, DhF should be given by

(8.4.1) DhF (γ) = lim
t→0

F (ζthγ)− F (γ)
t

,
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where {ζth, t ∈ R} should be the flow generated by the vector field Dh, i.e.,
it is the solution of the ordinary differential equation on Po(M):

(8.4.2)
d (ζthγ)
dt

= Dh(ζthγ).

This flow is the substitute of the flow ξthω = ω + th in the flat path space.
The space C of cylinder functions on Po(M) is defined in the same way

as before. They are functions of the form

(8.4.3) F (γ) = f(γs1 , · · · , γsl
),

where f : M l → R is a smooth function and 0 < s1 < · · · < sl ≤ 1. By
applying (8.4.1) to a cylinder function we find the following definition.

Definition 8.4.1. Let F be a cylinder function as in (8.4.3). The directional
derivative of F along the Cameron-Martin vector field Dh is

DhF (γ) =
l∑

i=1

〈
∇iF (γ), U(γ)sih(γ)si

〉
Tγsi

M
,

where
∇iF (γ) = ∇if(γs1 , · · · , γsi , · · · , γsl

) ∈ Tγsi
M

is the gradient with respect to the i variable of f .

The gradient DF : Po(M)→ H is determined by 〈DF, h〉H = DhF , and
we have

DF (γ)s =
l∑

i=1

min {s, si}U(γ)−1
si
∇iF (γ).

The norm of the gradient is given by

|DF (γ)|2H =
l∑

i=1

(si − si−1)
∣∣∣∣ l∑
j=i

U(γ)−1
sj
∇jF (γ)

∣∣∣∣2.
We now prove the integration by parts formula for Dh by induction

on the number of time dependences of a cylinder function. We start with
Theorem 8.3.3:

(8.4.4) E 〈∇f(Xs), Ushs〉 = E
{
f(Xs)

∫ 1

0

〈
ḣs +

1
2
RicUshs, dWs

〉}
.

This is the integration by parts formula of Dh in the path space for the
special cylinder function F (γ) = f(γs). Indeed, it is easy to check that in
this case

DhF (γ) =
〈
U(γ)−1

s ∇f(γs), hs
〉

Rn ,

and the left side of (8.4.4) is simply (DhF, 1).
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Theorem 8.4.2. (Driver’s integration by parts formula) Let F,G be two
cylinder functions and h ∈ H. Define

D∗
hG = −DhG+G

∫ 1

0

〈
ḣs +

1
2
RicUshs, dWs

〉
.

Then we have

(8.4.5) (DhF,G) = (F,D∗
hG).

Proof. Because
D∗
hG = −DhG+ (D∗

h1)G,

it is enough to show (8.4.5) for G = 1:

(8.4.6) D∗
h1 =

∫ 1

0

〈
ḣs +

1
2
RicUshs, dWs

〉
.

Let F be of the form (8.4.3). We argue by induction on l, the number of
time dependences in F . Recall that Px is the law of a Brownian motion on
M starting from x, and Ex the attendant expectation operator. Define a
new function of l − 1 variables by

g(x1, · · · , xl−1) = Exl−1
f(x1, · · · , xl−1, Xsl−sl−1

).

Note that the last variable xl−1 appears twice on the right side, once as the
starting point of the Brownian motion X, and once in the variables of the
function f . Let G be the cylinder function

G(γ) = g(γs1 , · · · , γsl−1
).

[Of course this G has nothing to do with the one in the statement of the
theorem!] For i = 1, . . . , l − 2,

∇ig(x1, · · · , xl−1) = Exl−1
∇if(x1, · · · , xl−1, Xsl−sl−1

).

Evaluating this identity at X and applying U−1
si

to both sides, we obtain an
identity in Rn. Take the expected value and using the Markov property at
time sl−1 on the right side, we have, for i = 1, . . . , l − 2,

(8.4.7) EU−1
si
∇iG = EU−1

si
∇iF.

We now calculate the gradient of g(x1, . . . , xl−1) with respect to xl−1.
This variable appears twice; therefore the gradient has two terms:

∇l−1g(x1, · · · , xl−1)

= Exl−1
∇l−1f(x1, · · · , xl−1, Xsl−sl−1

)

+Exl−1

{
Msl−sl−1

U−1
sl−sl−1

∇lf(x1, · · · , xl−1, Xsl−sl−1
)
}
.

The second term corresponds to the gradient with respect to the starting
point of the Brownian motion and is given by Theorem 8.3.3. Again we
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evaluate at X and apply U−1
si

to both sides. Taking the expected value and
using the Markov propety on the first term of the right side, we have

(8.4.8) EU−1
sl−1
∇l−1G = EU−1

sl−1
∇l−1F + E EXsl−1

Msl−sl−1
U−1
sl−sl−1

∇lF.

We now come to the inductive step. By definition,

(8.4.9) EDhF =
l∑

i=1

E
〈
∇iF,Usihsi

〉
.

We rewrite the right side in terms of G. If i ≤ l− 2, then by (8.4.7) we have

(8.4.10) E
〈
∇iF,Usihsi

〉
= E

〈
∇iG,Usihsi

〉
.

For i = l − 1, by (8.4.8) we have

E
〈
∇l−1F,Usl−1

hsl−1

〉
= E

〈
∇l−1G,Usl−1

hsl−1

〉
(8.4.11)

−E EXsl−1

〈
Msl−sl−1

U−1
sl−sl−1

∇lF, hsl−1

〉
.

For i = l, we write

(8.4.12) E
〈
∇lF,Usl

hsl

〉
= E

〈
∇lF,Usl

(hsl
− hsl−1

)
〉

+ E
〈
∇lF,Usl

hsl−1

〉
.

Combining (8.4.9)-(8.4.12), we have

EDhF =
l−1∑
i=1

E
〈
∇iG,Usihsi

〉
+ E

〈
∇lF,Usl

(hsl
− hsl−1

)
〉

(8.4.13)

+ E
〈
∇lF,Usl

hsl−1
)
〉
− E EXsl−1

〈
Msl−sl−1

∇lF, hsl−1

〉
.

The first term on the right side is equal to EDhG; hence by the induction
hypothesis we have

(8.4.14)
l−1∑
i=1

E
〈
∇iG,Usihsi

〉
= E

[
G

∫ sl−1

0

〈
ḣs +

1
2
RicUshs, dWs

〉]
.

For the second term on the right side of (8.4.13) we first use the Markov
property at sl−1. In the inner expectation of the resulting expression we use
the integration by parts formula for one time dependence (8.4.4). Then we
use the Markov property again. These steps give

E
〈
∇lF,Usl

(hsl
− hsl−1

)
〉

(8.4.15)

= E

[
F

∫ sl

sl−1

〈
ḣs +

1
2
RicUs(hs − hsl−1

), dWs

〉]
.
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For the last two terms on the right side of (8.4.13), using the Markov prop-
erty at time sl−1 we have

E
〈
∇lF,Usl

hsl−1
)
〉
− E EXsl−1

〈
Msl−sl−1

U−1
sl−sl−1

∇lF, hsl−1

〉
= E EXsl−1

〈
∇lF,Usl−sl−1

hsl−1

〉
− E EXsl−1

〈
∇lF,Usl−sl−1

M †
sl−sl−1

hsl−1

〉
= E EXsl−1

〈
∇lF,Usl−sl−1

ksl−sl−1

〉
,

where
ks = hsl−1

−M †
s+sl−1

hsl−1
, 0 ≤ s ≤ sl − sl−1.

A simple calculation shows that

k̇s +
1
2
RicUsks =

1
2
RicUshsl−1

.

Hence, applying (8.4.4), we have

E
〈
∇lF,Usl

hsl−1

〉
− E EXsl−1

〈
Msl−sl−1

U−1
sl−sl−1

∇lF, hsl−1

〉
(8.4.16)

= E

[
F · 1

2

∫ sl

sl−1

〈
RicUshsl−1

, dWs

〉]
.

Finally, from (8.4.13) – (8.4.16) we have

EDhF = E
[
G

∫ sl−1

0

〈
ḣs +

1
2
RicUshs, dWs

〉]
+ E

[
F

∫ sl

sl−1

〈
ḣs +

1
2
RicUs(hs − hsl−1

), dWs

〉]

+ E

[
F · 1

2

∫ sl

sl−1

〈
RicUshsl−1

, dWs

〉]

= E
[
F

∫ 1

0

〈
ḣs +

1
2
RicUshs, dWs

〉]
.

This completes the proof of (8.4.6). �

The following consequences of the integration by parts can be proved in
the same way as their counterparts in the flat case (see Section 8.2).

Theorem 8.4.3. Suppose that h ∈ H and 1 < p < ∞. Then Dh : C →
Lp(Po(M),P) is closable. Furthermore C ⊆ Dom(D∗

h) and, for G ∈ C,

D∗
hG = −DhG+ (D∗

h1)G,
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where

D∗
h1 =

∫ 1

0

〈
ḣs +

1
2
RicUshs, dWs

〉
.

Theorem 8.4.4. Suppose that 1 < p <∞. Then D : C → Lp(Po(M),P; H)
is closable. We have C0(H) ⊆ Dom(D∗) and

D∗G = −TraceDG+
∫ 1

0

〈
Ġs +

1
2
RicUsGs, dWs

〉
.

8.5. Martingale representation theorem

In preparation for the discussion of logarithmic Sobolev inequalities on the
path space in Section 8.7, we generalize the classical Clark-Ocone mar-
tingale representation theorem for euclidean Brownian motion to Riemann-
ian Brownian motion. Let’s first review the case of the flat path space
(Po(Rn),B(Po(Rn))∗,P). Let W be the coordinate process on this path
space. The martingale representation theorem asserts that every martingale
adapted to the filtration B∗ = B(Po(Rn))∗ is a stochastic integral with re-
spect to the Brownian motion W . Suppose that F ∈ L2(Po(Rn),P). Then
Ms = E {F |Bs} , 0 ≤ s ≤ 1, is a square-integrable martingale adapted to the
filtration B∗. There is a unique B∗-adapted, Rn-valued process {Hs} such
that

(8.5.1) F = EF +
∫ 1

0
〈Hs, dWs〉 .

The Clark-Ocone formula identifies the integrand process Hs explicitly: if
F ∈ Dom(D), then

Hs = E {DsF |Bs} , DsF =
d(DF )s
ds

.

On the general path space (Po(M),B(Po(M))∗,P) of a compact Rie-
mannian manifold M . The coordinate process X and its anti-development
W generate the same filtration (after proper completions):

B∗ = FX∗ = FW∗ .

Now suppose that F ∈ L2(Po(M),B1,P). Then F is also measurable with
respect to BW1 , the terminal σ-field of the euclidean Brownian motion W .
Thus the representation (8.5.1) applies and we have

F = EF +
∫ 1

0

〈
E
{
D̃s(F ◦ J)|Bs

}
, dWs

〉
,

where J : W 7→ X is the Itô map and D̃(F ◦ J) is the gradient of F in the
path space Po(Rn). But this is not what we wanted; we need an explicit
representation of the integrand in terms of DF , the gradient of F on Po(M).
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Theorem 8.5.1. Suppose that F ∈ Dom(D). Then

F = EF +
∫ 1

0
〈Hs, dWs〉 ,

where

(8.5.2) Hs = E
[
DsF +

1
2
M−1
s

∫ 1

s
MτRicUτ (DτF ) dτ

∣∣∣∣Bs]
and M is the solution of the equation

dMs

ds
+

1
2
MsRicUs = 0, M0 = I.

Proof. From the general martingale representation theorem we know that
Hs exists and is unique, so the proof is a matter of identifying it. Suppose
that {js, 0 ≤ s ≤ 1} is an arbitrary Rn-valued, B∗-adapted process defined
on Po(M) such that

E
∫ 1

0
|js|2ds <∞.

Define

hs =
∫ s

0
jτdτ.

Recall the integration by parts formula in the form

D∗
h = −Dh +D∗

h1,

where

D∗
h1 =

∫ 1

0

〈
ḣs +

1
2
RicUshs, dWs

〉
.

We compute EDhF in two ways. On the one hand, noting that ḣs = js ∈ Bs,
we have

EDhF = E 〈DF, h〉H = E
∫ 1

0
〈DsF, js〉 ds.

On the other hand, by the integration by parts formula (Theorem 8.4.2)
we have

EDhF = E(FD∗
h1) = E

[∫ 1

0
〈Hs, dWs〉

∫ 1

0

〈
ḣs +

1
2
RicUshs, dWs

〉]
.

Hence

(8.5.3) E
∫ 1

0
〈DsF, js〉 ds = E

∫ 1

0

〈
Hs, ḣs +

1
2
RicUshs

〉
ds.

The next step is to extract a formula for Hs from the above relation. Set

ks = ḣs +
1
2
RicUshs.
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Let {Ms} be defined as in the statement of the theorem. Then we can solve
for hs in terms of Ks and Ms. The result is

hs = M †
s

∫ s

0
M †−1
τ kτdτ.

Differentiating with respect to s, we obtain

js = ks +
1
2
RicUsM

†
s

∫ s

0
M †−1
τ kτdτ.

Using this expression for js in the integral on the left side of (8.5.3) and
changing the order of integration, we have∫ 1

0
〈DsF, js〉 ds =

∫ 1

0

〈
DsF +

1
2
M−1
s

∫ 1

s
MτRicUτ (DτF )dτ, ks

〉
ds.

The expected value of this expression is the left side of (8.5.3). On the
right-hand side of the same equation we use the definition of ks. After these
manipulations, (8.5.3) becomes

E
∫ 1

0

〈
DsF +

1
2
M−1
s

∫ 1

s
MτRicUτ (DτF ) dτ, ks

〉
ds = E

∫ 1

0
〈Hs, ks〉 ds.

In this relation {ks} can be an arbitrary B∗-adapted process. The formula
for Hs in the theorem follows immediately. �

8.6. Logarithmic Sobolev inequality and
hypercontractivity

Various forms of Sobolev inequalities play an important role in analysis and
partial differential equations. On RN (with the usual Lebesgue measure),
the L2-Sobolev inequality takes the form

‖f‖2N/N−2 ≤ CN‖∇f‖2
if both f and ∇f are square integrable. Note that

2N
N − 2

= 2 +
4

N − 2
.

Thus this Sobolev inequality shows that the square integrability of both f
and its gradient∇f improves the integrability power of f by 4/(N−2), which
is the main reason for the importance of this inequality. The improvement
of integrability disappears as N → ∞. If we replace the Lebesgue measure
by the standard Gaussian measure µ, then the following logarithmic Sobolev
inequality holds.

Theorem 8.6.1. (Gross’ logarithmic Sobolev inequality) Let µ be the stan-
dard Gaussian measure on RN and ∇ the usual gradient operator. Suppose
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that f is a smooth function on RN such that both f and ∇f are square
integrable with respect to µ. Then

(8.6.1)
∫

RN

|f |2 ln |f |2dµ ≤ 2
∫

RN

|∇f |2dµ+ ‖f‖22 ln ‖f‖22.

Here ‖f‖2 is the norm of f in L2(RN , µ).

Proof. For a positive s let µs be the Gaussian measure

µs(dx) =
(

1
2πs

)n/2
e−|x|

2/2sdx,

where dx denotes the Lebesgue measure. Then µ = µ1. Let h = f2 and

Psh(x) =
∫

Rl

h(x− y)µs(dy).

Consider the function Hs = Psφ(P1−sh), where φ(t) = 2−1t ln t. Differenti-
ating with respect to s and noting that the Laplacian operator ∆ commutes
with Ps = es∆/2, we have

dHs

ds
=

1
2
Ps∆φ(P1−sh)−

1
2
Ps
{
φ′(P1−sh)∆P1−sh

}
=

1
2
Ps

{
φ′(P1−sh)∆P1−sh+ φ′′(P1−sh) |∇P1−sh|2

}
− 1

2
Ps
{
φ′(P1−sh)∆P1−sh

}
=

1
2
Ps

{
φ′′(P1−sh) |∇P1−sh|2

}
≤ 1

4
Ps

{
(P1−s|∇h|)2

P1−sh

}
≤ Ps

{
P1−s|∇f |2

}
= P1|∇f |2.

Here we have used the fact that |∇P1−sh| ≤ P1−s|∇h| (from the translation
invariance of the euclidean heat kernel) in the fourth step and the inequality

(Ps−r|∇h|)2 ≤ 4Ps−rh · Ps−r|∇f |2

in the fifth step, the latter being a consequence of the Cauchy-Schwarz
inequality. Now, integrating from 0 to 1, we obtain the desired result im-
mediately. �

A striking feature of the logarithmic Sobolev inequality (8.6.1) is that the
coefficient before the integrated gradient is independent of the dimension N .
Therefore it can be transferred immediately to the path space Po(Rn). For
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this reason, logarithmic Soboleve inequalities are important tools in infinite
dimensional analysis.

Theorem 8.6.2. For all F ∈ Dom(D) we have

(8.6.2)
∫
Po(Rn)

|F |2 ln |F |dP ≤
∫
Po(Rn)

|DF |2HdP + ‖F‖22 ln ‖F‖2.

Proof. Let
{
hi
}

be an orthonormal basis for the Cameron-Martin space H.
Let F have the form

F = f(〈h0,W 〉H, . . . , 〈hl,W 〉H),

where f : Rl+1 → R is a Schwartz test function. The set of such functions
is a core for D, so it is enough to show (8.6.2) for such an F . We have
DF =

∑l
i=0 Fxih

i (see Proposition 8.2.10). Hence

|DF |H = |∇f(〈h0,W 〉H, · · · , 〈hl,W 〉H)|.

On the other hand, the distribution of
{〈
h0,W

〉
H
, · · · ,

〈
hl,W

〉
H

}
is the

standard Gaussian measure on Rl+1. Therefore (8.6.2) reduces to (8.6.1).
�

The logarithmic Sobolev inequality for D is intimately related to the hy-
percontractivity of the associated semigroup Pt = etL/2, where L = −D∗D:
it is an infinitesimal formulation of hypercontractivity. This equivalence
holds in the general setting of Dirichlet forms. Let X be a complete metric
space and P a Borel probability measure on X. Suppose that E is a Dirichlet
form on L2(X,P) and let L be the associated nonpositive self-adjoint op-
erator and Pt = etL/2 the corresponding strongly continuous, positive, and
contractive L2-semigroup.

Definition 8.6.3. A semigroup {Pt} is said to be hypercontractive if there
exist a t0 > 0 and a pair of indices 1 < p0 < q0 such that ‖Pt0‖q0,p0 = 1.

Remark 8.6.4. It turns out that under suitable conditions, which are sat-
isfied in the current setting, ‖Pt0‖q0,p0 = 1 for one triple (p0, q0, t0) implies
‖Pt‖q,p = 1 for all 1 < p < q such that

et/C ≥ q − 1
p− 1

,

where
1
C

=
4
t0

(
1
p0
− 1
q0

)
.

See Deuschel and Stroock [15], 244-247. �

We will prove the equivalence of logarithmic Sobolev inequality and hy-
percontractivity.
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Lemma 8.6.5. Let q > 1. If G ∈ Dom(L) is nonnegative and uniformly
bounded, then

(Gq−1, LG) ≤ −4(q − 1)
q2

E(Gq/2, Gq/2).

Proof. We have

(Gq−1, LG) = lim
t→0

2
t
(Gq−1,PtG−G).

Now,

(Gq−1,PtG−G)

= −1
2

∫
X

Pt
[
{Gq−1 −G(y)q−1}{G−G(y)}

]
P(dy)− (Gq, 1− Pt1)

≤ −2(q − 1)
q2

∫
X

Pt
(
Gq/2 −G(y)q/2

)2
P(dy)− (Gq, 1− Pt1)

=
4(q − 1)
q2

(Gq/2,PtGq/2 −Gq/2)−
(

1− 2
q

)2

(Gq, 1− Pt1)

≤ 4(q − 1)
q2

(Gq/2,PtGq/2 −Gq/2).

Here in the second step we have used the elementary inequality

(8.6.3) (aq−1 − bq−1)(a− b) ≥ 4(q − 1)
q2

(aq/2 − bq/2)2.

The equalities in the first and the third steps can be easily verified by the
symmetry of Pt. The last step holds because Pt1 ≤ 1. �

We have the following Gross’ equivalence between logarithmic Sobolev
inequality and hypercontractivity

Theorem 8.6.6. Let E be a Dirichlet form on a probabililty space (X,B,P)
and C a positive constant. Let {Pt} be the associated semigroup. The fol-
lowing statements are equivalent.

(I) Hypercontractivity for {Pt}: ‖Pt‖q,p = 1 for all (t, p, q) such that
t > 0, 1 < p < q and

et/C ≥ q − 1
p− 1

.

(II) The logarithmic Sobolev inequality for E:

E
(
F 2 lnF 2

)
≤ 2CE(F, F ) + EF 2 ln EF 2.

Proof. We will sketch the proof.
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(I) ⇒ (II). Let q = q(t) be a smooth, strictly increasing function such
that q(0) = p and q′ = q′(t) > 0. Set

f = f(t) = ‖PtF‖qq = ((PtF )q, 1), θ = θ(t) = ‖PtF‖q = f1/q.

Differentiating f , we have

(8.6.4) f ′ = q′ ((PtF )q, ln PtF ) +
q

2
(
(PtF )q−1, LPtF

)
.

Now differentiating ln θ = q−1 ln f and multiplying the result by q2f/q′, we
have

(8.6.5)
q2f

q′
· θ

′

θ
=
qf ′

q′
− f ln f.

Choose q = q(t) such that (q − 1)/q′ = C, or

et/C =
q − 1
p− 1

.

Then the hypercontractivity implies θ(t) ≤ θ(0) for all t; hence θ′(0) ≤ 0.
By (8.6.5) this implies

(8.6.6)
q(0)
q′(0)

· f ′(0) ≤ f(0) ln f(0).

Taking p = 2, we have q(0) = 2, q′(0) = C−1, f(0) = EF 2, and, from (8.6.4),

f ′(0) = (2C)−1E(F 2 lnF 2)− E(F, F ).

Thus (8.6.6) reduces to the logarithmic Sobolev inequality.
(II)⇒ (I). Using Lemma 8.6.5 on the last term of (8.6.4) and multiplying

by q/2q′, we obtain

(8.6.7)
1
2
qf ′

q′
≤ (G2, lnG)− q − 1

q′
E(G,G),

where G = (PtF )q/2. Substituting (8.6.7) into (8.6.5), we obtain

(8.6.8)
1
2
q2f

q′
· θ

′

θ
≤ (G2, lnG)− q − 1

q′
E(G,G)− ‖G‖22 ln ‖G‖2.

With the choice of q = q(t) as before, the logarithmic Sobolev inequality
applied toG implies that the right side of (8.6.8) is nonpositive; hence θ′(t) ≤
0 for all t. This shows that θ(t) ≤ θ(0), which is the hypercontractivity of
{Pt}. �

Applying Theorem 8.6.6 to the Ornstein-Uhlenbeck semigroup on the
flat path space Po(Rn), we have Nelson’s hypercontractivity theorem.
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Theorem 8.6.7. The Ornstein-Uhlenbeck semigroup {Pt} on the flat path
space is hypercontractive. More precisely, ‖Pt‖q,p = 1 for all (t, p, q) such
that t > 0, 1 < p < q and

et ≥ q − 1
p− 1

.

In general a logarithmic Sobolev inequality for a Dirichlet form implies
the existence of a spectral gap for the corresponding self-adjoint operator.
This is the content of the following theorem.

Theorem 8.6.8. Let E be a Dirichlet form on a probability space (X,B,P)
such that E(1, 1) = 0. Suppose that it satisfies a logarithmic Sobolev inequal-
ity

E
(
|F |2 ln |F |2

)
≤ 2CE(F, F ) + E|F |2 ln E|F |2.

Then we have the Poincaré inequality:

(8.6.9) E|F − EF |2 ≤ CE(F, F ).

Proof. Without loss of generality, we assume that EF = 0. Applying the
logarithmic Sobolev inequality to the function G = 1 + tF and expanding
in powers of t, we find that

E
(
G2 lnG2

)
= 3EF 2 · t2 +O(t3),

E(G,G) = E(F, F ) · t2 +O(t3),

EG2 ln EG2 = EF 2 · t2 +O(t3).

Comparing the coefficients of t2 in the logarithmic Sobolev inequality for G
gives the desired inequality. �

If the Poincaré inequality (8.6.9) holds, then in particular E(F, F ) = 0
implies that F is a constant. Thus 0 is an eigenvalue, and the eigenspace
consists of constant functions. A simple argument by the spectral theory
of self-adjoint operators shows that the spectral gap (defined in (8.2.13))
SG(−L) ≥ 1/C. This implies in turn that the corresponding semigroup
approaches the equilibrium at an exponential rate:

‖PtF − EF‖2 ≤ e−t/2C‖F‖2.

8.7. Logarithmic Sobolev inequality on path
space

We now turn to the logarithmic Sobolev inequality for a general path space
Po(M).
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Theorem 8.7.1. Let M be a compact Riemannian manifold and let K be
the upper bound (in absolute value) of its Ricci curvature. Then we have

E(G2 lnG2) ≤ 2C(K) E|DG|2H + EG2 ln EG2,

where

(8.7.1) C(K) = 1 +
√
eK − 1−K +

1
4
(eK − 1−K) ≤ eK .

Proof. Let F = G2 and consider the martingale Ns = E {F |Bs}. We have

Ns = EF +
∫ s

0
〈Hτ , dWτ 〉 ,

where the adapted process {Hs} is given in (8.5.2). Now apply Itô’s formula
to Ns lnNs. We have

(8.7.2) EN1 lnN1 − EN0 lnN0 =
1
2

E
∫ 1

0
N−1
s |Hs|2ds.

It is easy to see that

(8.7.3) the left side of (8.7.2) = E(G2 lnG2)− EG2 ln EG2.

On the other hand,
DF = D(G2) = 2GDG.

Using this relation in the explicit formula (8.5.2) for Hs in Theorem 8.5.1,
we have

(8.7.4) Hs = 2E
[
G

(
DsG+

1
2
M−1
s

∫ 1

s
MτRicUτ (DτG)dτ

) ∣∣∣∣Bs] .
From the equation for {Ms} we have

M−1
s Mτ =

1
2

∫ τ

s
M−1
s MtRicUt dt.

Hence by Gronwall’s lemma and the bound on the Ricci curvature,

‖M−1
s Mτ‖ ≤ eK(τ−s)/2.

Using the Cauchy-Schwarz inequality in (8.7.4) and the above inequality, we
can write

|Hs|22 ≤ 4E
{
G2|Bs

}
E

[(
|DsG|+

1
2
K

∫ 1

s
eK(τ−s)/2|DτG|dτ

)2 ∣∣∣∣Bs
]
.

Note that Ns = E
{
G2|Bs

}
. Now we have

the right side of (8.7.2)

≤ 2E
∫ 1

0

{
|DsG|+

1
2
K

∫ 1

s
eK(τ−s)/2|DτG|dτ

}2

ds.
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It remains to estimate the last expression in terms of |DG|H. By the Cauchy-
Schwarz inequality,{∫ 1

s
eK(τ−s)/2|DτG|dτ

}2

≤
∫ 1

s
eK(τ−s)dτ ·

∫ 1

s
|DτG|2dτ

≤ 1
K

{
eK(1−s) − 1

}
|DG|2H,

and ∫ 1

0

{
|DsG|+

1
2
K

∫ 1

s
eK(τ−s)/2|DτG|dτ

}2

ds

≤
∫ 1

0

{
|DsG|+

1
2

√
K
√
eK(1−s) − 1|DG|H

}2

ds

=
∫ 1

0
|DsG|2ds+ |DG|H

√
K

∫ 1

0

√
eK(1−s) − 1|DsG|ds

+
1
4
|DG|2HK

∫ 1

0

{
eK(1−s) − 1

}
ds

≤ C(K)|DG|2H.

It follows that

(8.7.5) the right side of (8.7.2) ≤ 2C(K)E|DG|2H.

The desired inequality now follows from (8.7.2), (8.7.3), and (8.7.5). �

If the manifold M is Ricci flat, we have C(K) = 1, and the above
logarithmic Sobolev inequality reduces to the usual one for the flat path
space.

The hypercontractivity of the Ornstein-Uhlenbeck semigroup {Pt} on
the path space Po(M) follows directly from Theorem 8.7.1 and the general
equivalence Theorem 8.6.6.

Theorem 8.7.2. Let M be a compact Riemannian manifold whose Ricci
curvature is bounded (in absolute value) by K. Then the Orstein-Uhlenbeck
semigroup {Pt} on the path space Po(M) is hypercontractive. More precisely,
‖Pt‖q,p = 1 for all (t, p, q) such that t > 0, 1 < p < q and

et/C(K) ≥ q − 1
p− 1

,

where C(K) is given in (8.7.1).

The existence of a spectral gap for the Ornstein-Uhlenbeck operator on
the path space follows from the logarithmic Sobolev inequality and Theo-
rem 8.6.8.
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Theorem 8.7.3. (Fang’s spectral gap theorem) Let M be a compact Rie-
mannian manifold whose Ricci curvature is bounded (in absolute value) by
K. Let L be the Ornstein-Unlenbeck operator on the path space Po(M).
Then

SG(−L) ≥ 1
C(K)

,

where C(K) is given in (8.7.1). Equivalently, we have the Poincaré inequal-
ity:

E|F − EF |2 ≤ C(K) |DF |H,



Notes and Comments

Chapter 1. The material in this chapter is standard and can be found in
many books on stochastic differential equations, for example, Elworthy [21]
and Ikeda and Watanabe [48]. Our point of view is very close to that of [21].
Lemma 1.3.3 is from Phillips and Sarason [62]. Consult Stroock and Varad-
han [68] for the general theory of martingale problems. The long chapter
in Hackenbroch and Thalmaier [36] on stochastic analysis on manifolds can
also be consulted by those who read German.

Chapater 2. Basic differential geometry of frame bundles can be found
in Bishop and Crittenden [4] and Kobayashi and Nomizu [53]. The text-
books Jost [50] and Do Carmo [17] are also recommended. The fact that
the lifetimes of a semimartingale X and its horizontal lift are equal (The-
orem 2.3.5) was implicit in Schwartz [65] and was pointed out to me by
Bang-he Li. Consult Emery [24], [25] for more information on martingales
on manifolds. Sections 2.5 and 2.6 are largely adapted from [24]. Theo-
rem 2.6.4 seems to be new.

Chapter 3. Ikeda and Watanabe [48] and Elworthy [23] should be con-
sulted for Brownian motion on manifolds. Basic properties of the Laplace-
Beltrami operator can be found in Jost [50] and Do Carmo [17]. Lemma
3.3.4 is due to Knight, see Ikeda and Watanabe [48], pp. 86–89. For a good
discussion on cutlocus, consult Cheeger and Ebin [9]. That book is also a
good reference for various comparison theorems in Riemannian geometry.
Theorem 3.5.1 on the decomposition of the radial process beyond the cut-
locus is due to Kendall [52]. The basic exit time estimate Theorem 3.6.1
can be found in Hsu and March [37], but the proof given here is new.

Chapter 4. Chavel [8] contains a wealth of information on heat ker-
nels. The section on the C0-property is taken from Hsu [38]. Theorem
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4.2.3 first appeared in Varopoulos [70]. Section 4.4 draws partly from
Ichihara [47]. The survey paper by Grigor’yan [33] should be consulted for
stochastic completeness, recurrence and transience, and other related top-
ics. The comparison theorems for the heat kernels in Section 4.5 are drawn
from Debiard, Gaveau, and Mazet [16].

Chapter 5. The proof of short-time expansion of the heat kernel by the
method of parametrix can be found in Berger, Gauduchon, and Mazet [3]
and Chavel [8]. The proof of Varadhan’s asymptotic relation in Section 5.2
is taken from Hsu [40]. Section 5.3 is taken from Azencott et al. [2] and
Hsu [39]. The global logarithmic gradient and Hessian estimates in Section
5.5 were proved by Sheu [66], and the method presented here is taken from
Hsu [46].

Chapter 6. A discussion of the Dirichlet problem at infinity from the
geometric point of view is contained in Schoen and Yau [64]. The baisc prob-
abilistic method explained here was established in Hsu and March [37]. The
idea of studying the number of steps between two geodesic spheres is due
to Leclercq [54]. Section 6.4 is taken from March [58] with some improve-
ments. The discussion of coupling of Brownian motion follows Cranston [14]
closely, see also Kendall [51]. The results on index forms used in this chap-
ter can be found in Cheeger and Ebin [9]. The probabilistic approach to
eigenvalue estimates in Section 6.7 is due to Chen and Wang [10]. Li [55]
contains a nice analytic presentation of the Zhong-Yang eigenvalue lower
bound discussed in this chapter.

Chapter 7. The discussion on th Weitzenböck formula in Section 7.1
follows that of Jost [50], which should also be consulted as a general text-
book on differential geometry. For the heat equation on differential forms
in Section 7.2 we closely follow Ikeda and Watanabe [48]. Theorem 7.2.4
first appeared in Donnelly and Li [18]. The basic relation between the Euler
characteristic and the trace of the heat kernel (Theorem 7.3.1) is due to
McKean and Singer [56]. The algebraic preliminaries in Section 7.3 are
taken from Patodi [61]. The proof of the Gauss-Bonnet-Chern formula in
Section 7.3 is taken from Hsu [43]. Geometric background for the Dirac
operator can be found in Gilkey [31] and Friedrich [28]. The earliest proba-
bilistic proof of the Atiyah-Singer index theorem is due to Bismut [5]. Since
then many other probabilistic proofs have emerged. The proof presented
here is contained in an unpublished manuscript by the author in 1985.

Chapter 8. The monography Malliavin [57] contains a wealth of in-
formation on general stochastic analysis, its Chapter XI being especially
relevant here. It also contains an extensive bibliography of recent literature
on stochastic analysis. Another approach to path space analysis is presented
in Stroock [69]. The proof of Theorem 8.1.5 is taken from Janson [49], pp.
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226–227. The quasi-invariance of the Wiener measure on the path space of
a Riemannian manifold was first proved by Driver [20], and completed by
Hsu [41] (see also Enchev and Stroock [26]). The various gradient formulas
presented in Section 8.3 all originated in Bismut [6]; the proofs presented
here are from Hsu [45]. This is also the reference from which most of this
chapter is derived. The integration by parts formula in the path space over a
general compact Riemannian manifold was proved in Driver [20]. Theorem
8.5.1 on the martingale representation for Brownian motion on a Riemannian
manifold originated in Fang [27], where the Theorem 8.7.3 on the existence
of a spectral gap for the Ornstein-Uhlenbeck operator was first proved. The
equivalence of logarithmic Sobolev inequality and hypercontractivity was
proved by Gross [34]; see also a general discussion on the subject by the
same author [35]. The proof of the logarithmic Sobolev inequality for the
Gaussian measure in Theorem 8.6.1 is due to Bakry. The presentation
of general properties of logarithmic Sobolev inequalities and hypercontrac-
tivity in Section 8.7 draws heavily from Deuschel and Stroock [15]. A
logarithmic Sobolev inequality for the path space of a Riemannian manifold
with bounded Ricci curvature was first proved by Hsu [42], [44] (see also an
extrinsic proof by Aida and Elworthy [1]). The method used here is due to
Capitaine, Hsu and Ledoux [7].



General Notations

Notation Definition

B(X) Borel σ-field of a metric space X
B∗ Borel filtration of W (M) = {Bt}
B(x;R) (geodesic) ball of radius R centered at x
�M Hodge-de Rham Laplacian on M
〈X,Y 〉 co-variation of semimartingales X and Y
〈X〉 quadratic variation of X = 〈X,X〉
C∞(M) smooth functions on M
Cx cutlocus of x
◦ Stratonovich stochastic integral, X ◦ dY = XdY + 1

2d〈X,Y 〉
c(X) Clifford multiplication by X (in Chapter 7)
d exterior differentiation
dM (x, y) distance between x and y on M
D gradient operator on Po(M)
D Dirac operator (in Chapter 7)
Dh Cameron-Martin vector field on Po(M)
δ dual of exterior differentiation
∆M Laplace-Beltrami operator on M = −(dδ + δd)
∆O(M) Bochner’s horizontal Laplacian on O(M) =

∑d
i=1H

2
i

A∗ dual operator of A
e(ω) lifetime (explosion time) of a path ω
End(V ) space of linear transforms on V
expo exponential map based at o
F∗ filtration of σ-fields = {Ft}
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Notation Definition

F(M) frame bundle of M
FX∗ filtration generated by process X =

{
FXt
}

Γ (E) space of sections of vector bundle E
Γ kij Christoffel symbols
Γ (f, g) Γ of f and g = L(fg)− fLg − gLf
GL(d,R) set of real nonsingular (d× d) matrices
Hi fundamental horizontal vector field on F(M)
H Cameron-Martin space
i(X) interior product with X
ix injectivity radius at x
iK injectivity radius on K = min {ix : x ∈ K}
I(J, J) index form of a vector field J
KM (x) set of sectional curvatures at a point x ∈M
L Orstein-Uhlenbeck operator (in Chapter 8)
M(d, l) space of (d× l) matrices
M † transpose of a matrix M
M̂ one-point compactification of a manifold M =M ∪ {∂M}
| · |H Cameron-Martin norm
∇ connection and covariant differentiation
∇2f Hessian of f
∇HG horizontal gradient of G = {H1G, . . . ,HdG}
O(d) (d× d) orthogonal group
o(d) (d× d) anti-symmetric matrices
O(M) orthonormal frame bundle of M
Ω curvature form
Pf(A) Pfaffian of an anti-symmetric matrix A
Po(M) space of paths on M starting from o with time length 1
Px law of Brownian motion starting from x
Px,y;t law of Brownian bridge from x to y with time length t
pM (t, x, y) heat kernel on a Riemannian manifold M
{Pt} heat semigroup= et∆M/2

{Pt} Ornstein-Uhlenbeck semigroup= etL/2

Π second fundamental form
RN euclidean space of dimension N
R+ set of nonnegative real numbers = [0,∞),
R(X,Y )Z curvature tensor evaluated at X,Y, Z
RicM (x) set of Ricci curvatures at a point x ∈M
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Notation Definition

Ricu Ricci transform at a frame u ∈ O(M)
S+(d) (d× d) symmetric positive definite matrices
Sn n-sphere
Spin(d) Spin group
S(M) spin bundle over a spin manifold M
SP(M) Spin(d)-principal bundle over M
X∗ horizontal lift of X ∈ TM to the frame bundle F(M)
τD first exit time of D = inf {t : Xt 6∈ D}
θt shift operator in a path space: (θtω)s = ωt+s
TK first hitting time of K = inf {t : Xt ∈ K}
θ̃ scalarization of a tensor θ
Trace supertrace (in Chapter 7)
TM tangent bundle of a manifold M
TxM tangent space of M at x
T ∗xM cotangent space of M at x
∧pxM space of p-forms at a point x ∈M
W (M) space of paths on M with lifetimes
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C0-property, 113

L-diffusion, 24

Â-genus, 218

∇-martingale, 55

additive functional, 96

adjoint operator, 239

angular process, 88

anti-development, 40, 45

associated bundle, 38

Atiyah-Singer index theorem, 217

Bessel process, 170

Bismut’s formula, 248

Bochner’s horizontal Laplacian, 193

bridge space, 142

Brownian bridge, 18, 142

Brownian holonomy, 200

Brownian motion, 78

F∗-, 16

horizontal, 82

in local coordinates, 86

on circle, 82

on manifold, 65, 78

on radially symmetric manifold, 84

on sphere, 83

bundle

associated, 38

frame, 37

orthonormal frame, 40

principal, 37

spin, 213

Cameron-Martin space, 230

canonical 1-form, 149

Cartan-Hadamard manifold, 111, 128, 158

Chapman-Kolmogorov equation, 103, 105

Chern character, 218

Christoffel symbol, 36, 73

Clark-Ocone formula, 256

Clifford algebra, 209

Clifford multiplication, 213

closed operator, 239

cohomology group, 201

cone topology, 158

connection, 36

Levi-Civita, 43, 73

product, 68

torsion-free, 43

connection form, 149

continuous additive functional, 96

convex hypersurface, 62

coordinate process, 102

core, 239

cotangent space, 41

coupling time, 179

covariant differentiation, 36

covariant Laplacian, 192

curvature

Ricci, 89

scalar, 219

sectional, 89

curvature form, 149, 197

curvature tensor, 89

cutlocus, 88

cylinder function, 235

development, 40

differential form, 193

diffusion coefficient, 6

diffusion measure, 24

diffusion procress, 24
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Dirac operator, 215

Dirichlet form, 245

Dirichlet heat kernel, 102

Dirichlet problem, 118

Dirichlet problem at infinity, 159

divergence, 74

Doob’s inequality, 8, 240

dual operator, 239

Eells-Elworthy-Malliavin construction, 2, 35

embedding theorem

Nash, 76

Whitney, 21

Euler form, 208

exhaustion, 11, 104

explosion time, 5, 11

exponential map, 58

exponential martingale, 17, 145

exterior differentiation, 193

exterior product, 193

Feller property, 113

Feynman-Kac formula, 198

filtered probability space, 6

first Bianchi identity, 217

first exit time, 104

first variation formula, 183

frame, 37

frame bundle, 37

orthonormal, 40

fundamental horizontal vector field, 39

fundamental solution, 105

fundamental vertical vector field, 149

geodesic, 37

geodesically complete, 88

Girsanov’s theorem, 146, 230

gradient, 236

Green function, 121

Gross’ equivalence theorem, 261

Gross’ logarithmic Sobolev inequality, 258

half-spin representation, 209

harmonic forms, 201

heat equation, 198

heat kernel, 105

Dirichlet, 102

minimal, 105

on euclidean space, 102

on forms, 200

on space forms, 132

heat semigroup, 112, 113

Hermite polynomial, 243

hermitian vector bundle, 215

Hessian, 43

Hodge decomposition, 203

Hodge-de Rham Laplacian, 193

Hodge-de Rham theory, 201

Hopf-Rinow theorem, 88

horizontal Brownian motion, 82

horizontal curve, 38

horizontal gradient, 146

horizontal Laplacian, 75, 192

horizontal lift

of curve, 38

of semimartingale, 45

of vector, 38

horizontal semimartingale, 45

horizontal vector, 38

hyperbolic manifold, 117

hypercontractivity, 260

index form, 91, 183

index lemma, 91, 187

injectivity radius, 89

integration by parts formula, 236, 252

interior product, 194

isometric embedding, 76

Itô’s formula, 7

in Stratonovich form, 19

Jacobi equation, 90

Jacobi field, 91, 182

Kendall-Cranston coupling, 186

Kolmogorov continuity criterion, 143

Kolomogorov’s extension theorem, 143

Laplace-Beltrami operator, 74

Laplacian

covariant, 192

Hodge-de Rham, 193

Laplacian comparison theorem, 90

law of the iterated logarithm, 167

Levi-Civita connection, 43, 73

Levy’s criterion, 28

Lichnerowicz formula, 215

Lichnerowicz theorem, 188

Lie bracket, 43

lifetime, 11

Lipschitz condition, 6

local convergence theorem, 59

local Gauss-Bonnet-Chern theorem, 206

logarithmic Sobolev inequality, 258

loop space, 142

manifold

Cartan-Hadamard, 158

geodesically complete, 88

Riemannian, 40, 72

spin, 213

stochastically complete, 107

martingale

exponential, 17, 145
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nonconfluence, 65

on manifold, 55

on submanifold, 60

martingale problem, 24

martingale representation theorem, 85, 257

maximum principle, 119

mean curvature, 62

minimal heat kernel, 105

minimal submanifold, 62

multiplicative functional, 198

Myer’s theorem, 188

Nash’s embedding theorem, 76

Nelson’s hypercontractivity theorem, 262

nonconfluence of martingales, 65

normal coordinates, 58

one-point compactification, 11

Ornstein-Uhlenbeck operator, 241

Ornstein-Uhlenbeck process, 17

orthonormal frame bundle, 40

parabolic manifold, 117

parallel transport, 37, 38

path space, 11

Patodi’s local index theorem, 191

Pfaffian, 208, 210

Picard’s iteration, 9

Poincaré inequality, 263

principal bundle, 37

probability space, 6

filtered, 6

process

Bessel, 170

coordinate, 102

Ornstein-Uhlenbeck, 17

radial, 88

product connection, 68

quadratic variation, 53

quasi-invariance, 230

radial process, 71, 88, 92

radially symmetric manifold, 172

Rauch comparison theorem, 165

recurrence, 117

regular conditional probability, 31

Ricci curvature, 89

Riemannian manifold, 40, 72

Riemannian metric, 72

rolling without slipping, 40

scalar curvature, 90, 217, 219

scalarization, 42

Schwartz test function, 243

second fundamental form, 61

second order elliptic operator, 24

second variation formula, 91, 184

sectional curvature, 89
semimartingale, 6

horizontal, 45

on manifold, 19
up to a stopping time, 12

shift operator, 33

solder form, 53
space

bridge, 142
loop, 142

path, 11

spectral gap, 179, 245
sphere at infinity, 158

spin bundle, 213

spin group, 209
spin manifold, 213

spin representation, 209

spin structure, 213
stochastic area formula, 221

stochastic differential equation

on euclidean space, 6
on manifold, 20

stochastic differential geometry, 35
stochastic line integral, 52
stochastic parallel transport, 50

stochastically complete, 107
Stratonovich formulation, 19

strong Markov property, 31

structure equation, 149
submanifold

minimal, 62

totally geodesic, 61
supertrace, 201, 211

tangent bundle, 36
tangent space, 36

tensor field, 41
torsion, 43

torsion-free connection, 43

totally geodesic submanifold, 61
transience, 117

uniqueness in law, 15

Varadhan’s asmptotic relation, 133

vertical vector, 38
volume measure, 73

warped product, 85
weak uniqueness, 15

Weitzenböck formula, 196

Whitney’s embedding theorem, 21
Wiener chaos decomposition, 244

Wiener measure, 78

Yamada’s theorem, 97




